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I. INTRODUCTION 
Micro array data has been generated from gene expression experiments under different conditions [1][2]. 

Generally this gene experiment consists of DNA sample which has to under goes series of steps and finally 

obtains the micro array data. Generated microarray Data further undergoes analysis process. Different types of 

analysis like clustering to get genes with similar properties, classification to identify the categories of genes 

which falls under different categories depending on their properties and also useful to identify the differential 

genes for human tumors to yeast sporulation [3][4]. The micro data was generally a large matrix with genes as 

rows and attributes represents different experimental conditions.  

 MCAR(Missing Completely At Random) is data missing categorization in which probability of predicting the 

missing data does not depends on both response and non-response data, MAR( Missing At Random) is the 

probability of missing and predicting the missing values depending on the response (Observed) data, not on the 

non-response data, and MNR(Missing not At Random) in which the probability of predicting the missing values 

depends on the non-response(missing) pattern of data, not on the response (Observed data) data. 

Analysis which made on the micro array data with missing entries misses the accuracies. So it is observed that 

lots of difference in the accuracies with complete micro array data and   data with missing values. These missing 

entries due to the negligence during microarray experiment. These negligence include dust particles stayed on 

the glass plate after washing the glass plate. While micro array data is used for analysis the missing entries are 

carefully placed with the help of missing data estimation methods. Several missing data estimation are proposed 

by many people in the history.  

𝑀𝑖𝑐𝑟𝑜𝐴𝑟𝑟𝑎𝑦 𝑑𝑎𝑡𝑎 = 𝐷𝑖𝑗 =  

 

 

𝑎11 𝑎12 𝑎13
𝑎21 𝑎22 𝑎23
𝑎31 𝑎32 ?

. . 𝑎1𝑛

. . 𝑎2𝑛

. . 𝑎3𝑛
. . .
. . .

𝑎𝑚1 ? ?

. ? .

. . .

. . 𝑎𝑚𝑛  

                   (1) 

𝐷𝑖𝑗   is the micro array data with m genes and n number of samples. From the equation (1)  𝑎𝑖𝑗  represents the 

data value belongs to the  𝑖𝑡ℎ  gene with 𝑗𝑡ℎ  sample. From the data matrix it is observed that some cells have 

entries and some does not have the values in it. Total data values can be divided as observed values (𝑎𝑖𝑗 = 𝑂𝑖𝑗  

and unobserved values (Missing entries)(𝑎𝑖𝑗 =? ) which was represented as ? in the matrix. From data matrix 

𝐷𝑖𝑗  through analysis is made to identify, what values can be placed in the missing entries replacing the NA with 

values. Olga Troyanskaya1 and Michael Cantor [6] has made the comparative study of KNN and SVD 
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Imputation method, found SVD imputation is more robust compared with KNN imputation method. Dempster et 

al. (1997)[7] proposed expectation maximization with maximum likelihood estimation for missing data 

estimation. [8][9][10] Some authors studied that multiple imputation algorithms require huge computations 

while performing the parallel computations. [11][12][13]Several authors used artificial intelligence and 

evolutionary computation in missing data estimation. [14][15][16] Classical techniques has been used by many 

authors like case wise deletion, pair wise deletion and mean mode substitution. In this paper we made the 

comparative study of mean, random Forest and KNN imputation algorithms on original microarray data by 

varying the intensity of missing entries in the data sets. Estimated values are compared with original value and 

the error so obtained through root mean square value.  

 

II. MEAN, RANDOM-FOREST AND KNN IMPUTATION METHODOLOGY 

 
2.1. Mean imputation: 

 

In this missing values are replaced by the mean of the observed values. It is useful for univariate but less useful 

in multivariate analysis. [17][18]This method of imputation more biased in nature.  

 

2.2. Random-Forest Imputation: 

 

Random Forest Imputation:  Usually works on mixed types data sets either be categorical or continuous data. 

Basic building block is decision tree. The fundamental idea behind a random forest is to combine many decision 

trees into a single model. Individually, predictions made by decision trees (or humans) may not be accurate, but 

combined together; the predictions will be closer to the mark on average. It can handle non linear relation and 

complex structure in the data sets. This algorithm is based on random forest[19] [Breiman 2001]Main advantage 

of this algorithm is it can run in parallel to save computational time.   

 

2.3. KNN (K nearest neighbor) Imputation [6] 

 

In this imputation substituting the missing entries which have very near and similar property as observed value.  

Similarity between the two entries can be determined by distance and other methods. Suppose if any gene is 

missing value at experiment 1 then it estimate the nearest values from the K other neighboring genes. At first 

find the K closest genes to the missing gene with help of Pearson correlation, Euclidean distance, variance 

minimization methods.  

 

III. DATASET USED IN THE EXPERIMENT [5] 

 
Prostate cancer micro array dataset has used for this experiment. The dataset consists of 2135 genes and 102 

samples. For the computational simplicity we reduced the number of sample from 102 to 24 and genes remains 

same. Fig 1 shows the cluster plot of missing values, which shows the missing patterns from the samples as well 

as genes.  

 

IV. PERFORMANCE AND DISCUSSION 

 
4.1 Root mean square error (RMSE) 

 

The Root Mean Square Error (RMSE) (also called the root mean square deviation, RMSD) is a frequently used 

measure of the difference between values predicted by a model and the values actually observed from the 

environment that is being modeled. These individual differences are also called residuals, and the RMSE serves 

to aggregate them into a single measure of predictive power.  
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Fig 1. Missing data Clustering plot 

 

The RMSE of a model prediction with respect to the estimated variable Xmodel is defined as the square root of the 

mean squared error: 
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where Xobs is observed values and Xmodel is modelled values at time/place i. 

 

4.2 Normalized root mean square error (NRMSE) 

Non-dimensional forms of the RMSE are useful because often one wants to compare RMSE with different units. 

There are two approaches: normalize the RMSE to the range of the observed data, or normalize to the mean of 

the observed data. 
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S.No % of 

Missing Data 

miss-Forest 

Imputation 

NRMSE 

Mean Imputation 

NRMSE 

KNN Imputation 

NRMSE 

K=5 

KNN Imputation 

NRMSE 

K=10 

KNN Imputation 

NRMSE 

K=20 

1 2 0.2556 0.9503 1.977 1.963 1.988 

2 5 0.2629 0.9495 1.951 1.944 1.939 

3 10 0.2731 0.9578 1.942 1.968 1.966 

4 15 0.2747 0.9472 1.967 1.962 1.976 

5 20 0.2773 0.9441 1.949 1.965 1.936 

Table 1. Performance comparisons for different imputation methods. 

 

 

From the Table-1 column 2 shows the percentages of missing values during the experiment. Each experiment 

the missing values are varies and performance of each imputation method is recorded. From Table-1 shows in 
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each case missing values in the dataset, miss-Forest Imputation with low normalized root mean square value, 

gives the better performance than other imputation methods. 

   

V. CONCLUSION: 

 
Micro array datasets with missing values gives worst performance during the analysis. Before measuring the 

performance and analysis of gene expression data we must ensure that it does not have missing values. In this 

paper we made a comparative study of three different missing data imputation methods (mean, miss-Forest and 

KNN Imputation). Performance of these imputation methods are compared based on normalized root mean 

square measure. In this experiment we used a real time Prostate cancer microarray dataset. Performance of these 

missing data imputation methods has been recorded by introducing the percentage of missing values in the 

dataset. Among the three imputation methods miss-Forest imputation method gives the best performance and 

low normalized root mean square value.  
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