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I INTRODUCTION 

The conventional approach to secure information system is to build a protective shield around it. For this 

purpose different methods of indentation, authentication and mandatory access control techniques are used [1]. 

Soft computing is a general term for describing a set of optimization and processing techniques that are tolerant 

of imprecision and uncertainty [2]. The principal constituents of soft computing techniques are Fuzzy Logic 

(FL), Artificial Neural Network (ANN), Probabilistic Reasoning (PR) and Genetic Algorithm (GA) [3]. The 

idea behind the application of soft computing techniques and particularly ANNs in implementing IDSs is to 

include an intelligent agent in the system that is capable of disclosing the latent patterns in abnormal and normal 

connection audit records, and to generalize the patterns to new and slightly different connection records of the 

same class. Recently, Artificial Neural Networks have been successfully applied for developing the IDS because 

it has the advantage of easier representation of nonlinear relationship between input and output and is inherent 

by fast. Even if the data were incomplete or distorted, a neural network would be capable of analyzing the data 

from a network [4]. Nowadays, most commercial IDSs use rules to create attack pattern. Rule-based systems 

like expert systems follow fixed rules which should be periodically updated. These intelligent systems construct 

a general model of existing patterns which will be able to detect new ones [5]. In this paper, a network based 
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IDS, using a supervised 9 layer feed-forward neural network with back propagation, is proposed. This system 

can distinguish normal connections and attacks.  

The paper is organized as follows: section 2, introduces literature review and related works. Section 3, 

introduces concept of artificial neural networks. Section 4, describes proposed IDS architecture. Section 5, 

evaluates the proposed system and results were analyzed. Future scope is described in Section 6 and at last, 

Section 7 presents the conclusion of this work. 

 

II LITERATURE REVIEW 

Several IDSs employ intelligent methods. Heywood et al. [6] propose a hierarchical neural network for intrusion 

detection based on SOM (Self Organizing Map). This three-layered hierarchical SOM architecture uses two sets 

of features, one is limited to 6 basic KDD features and the other consists of all 41. Jirapunimm et al. [7] use 

combination of SOM and MLP (Multi-Layer Perceptions). SOM is used as a preprocessing level and its outputs 

are fed to MLP as inputs. This hybrid network is formed as a 5-layered feed-forward neural network. The first 

layer is input layer, the second one is SOM layer and 3 next layers are MLP layers. J. Shum et al. [8] designed 

an intrusion detection system based on feed-forward neural network with back propagation. Their network 

composed of an input layer, a hidden layer and an output layer. E. Hernandez-pereira et al. [9] utilized three 

techniques: SVM (support vector machine), one layer and multilayer feed-forward neural networks. They 

focused more on conversion of symbolic features to numerical ones and compare effect of different conversion 

techniques on intrusion detection. 

 

Different machine learning mechanisms, including Artificial Neural Networks, Fuzzy Logic, Genetic 

Algorithms, etc. have been used on KDD CUP 1999 data for Intrusion Detection [10]-[18]. Different neural 

network algorithms have been used, including Grey Neural Networks [14], RBF [18],[19] Recirculation Neural 

Networks [12], PCA and MLP [15], with MLP generally showing better results than others [12].These works 

are mainly focusing on misuse detection. In order to combine misuse and anomaly detection, many researchers 

have recently attempted hybrid methods, by combining neural networks with other machine learning 

mechanisms, such as fuzzy logic or genetic algorithms [11], [15]. 

 

III ARTIFICIAL NEURAL NETWORK 

Artificial neural networks born after McCulloc and Pitts introduced a set of simplified neurons in 1943. These 

neurons were represented as models of biological networks into conceptual components for circuits that could 

perform computational tasks [20]. The basic model of the artificial neuron is founded upon the functionality of 

the biological neuron [21]. By definition, “Neurons are basic signalling units of the nervous system of a living 

being in which each neuron is a discrete cell whose several processes are from its cell body. One can 

differentiate between two basic types of networks, networks with feedback and those without it. In networks 

with feedback, the output values can be traced back to the input values. However there are networks wherein for 

every input vector laid on the network, an output vector is calculated and this can be read from the output 

neurons, there is no feedback. Hence only, a forward flow of information is present. Network having this 

structure are called as feed forward networks. This network has one input layer, one hidden layer and one output 

layer. There can be any number of hidden layers. The input layer is connected to the hidden layer and the hidden 

layer is connected to the output layer by means of interconnection weights. The bias is provided for both the 

hidden and the output layer, to act upon the net input to be calculated. Neural network is composed of several 

processing units (nodes) and directed links between them. These connections are weighted representing relation 

between input and output neurons [22]. Neural networks are classified into two groups based on connections: 

 

III.1 Feed-forward Neural Network: 

The Multilayer feed-forward neural network has several neurons structured in layers such as input layer, hidden 

layers and output layers (Figure 1). Output layer with one or many neurons provides output for one or many 

inputs. In one neuron example, training process task is to find proper weights for neuron connections which in 

combination with inputs, achieves the desired output. This process is accomplished by back propagation 

algorithm [23]. 

 

III.2 Back Propagation Neural Network: 

Back propagation neural network propagates the error from the output layer to the hidden layers and changes 

weights recursively through network from output layer to input layer. The main objective of algorithm is to 

minimize output error by changing weights. Back propagation algorithm is based on gradient descent. In each 

step, the goal gradient is computed which direction of negative gradient represents the direction where the 

surface decreases more rapidly and amount of gradient shows the distance through which the direction is valid. 
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Figure 1. Feed Forward Neural Networks with Back Propagation of errors. 

 

Based on the above figure, the output Y can be computed as Y = f9 (w69Y6 + w79Y7 + w89Y8) 

And the back propagation error δ5 for the neuron f5 can be computed as δ5 = w98 δ9 + w85 δ8 

In feed-forward networks the flow of data goes from input to output cells, which can be grouped into layers but 

no feedback interconnections can exist [10]. On the other hand, recurrent networks contain feedback loops and 

their dynamical properties are very important.  

 

IV THE PROPOSED METHOD 

The proposed IDS is structured as a feed forward neural network with back propagation algorithm. Neural 

network properties like parallelism, distributed computation, learning capability, adaptively and fault tolerance 

made it suitable for intrusion detection systems. Also as feed forward neural network (with one or more hidden 

layer) can estimate every function with desired precision and its simplicity over many other neural networks 

[24], we choose this network for our IDS. The proposed system has three phases: preprocessing, training and 

detection, which illustrated in Figure 2. 

 

 
Figure 2. Overall IDS system. 

 

IV.1 TRAINING ALGORITHM: 

The training algorithm of back propagation involves four stages, viz.  

1. Initialization of Weights  

2. Feed Forward  

3. Back Propagation of errors  

4. Updation of the weights and the biases.  

 

During first stage which is the initialization of weights, some small random values are assigned. During feed 

forward stage each input unit (Xi) receives an input signal and transmits this signal to each of the hidden units 

Z1………Zp. Each hidden unit then calculates the activation function and sends its signal Zj to each output unit 

[25]. The output unit calculates the activation function to form the response of the net for the given input 

pattern. During back propagation of errors, each output unit compares its computed activation yk with its target 

value tk to determine the associated error for that pattern with that unit. Based on the error, the factor δk is 

computed and is used to distribute the error at output unit yk back to all units in the previous layer. Similarly 

factor δj is computed for each hidden unit zj. During final stage, the weight and biases are updated using the δ 

factor and the activation function.  
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The training algorithm used in the back propagation network is as follows. The algorithm is given with the 

various phases: 

 

Initialization of Weights: 

Step-1:   Initialize weight to small random values.  

Step-2:   While stopping condition is false, do Steps 3 to 10.  

Step-3:   For each training pair do steps 4 to 9. 

 

Feed Forward: 

Step-4:   Each input unit receives the input signal xi and transmits these signals to all units in the layer above i.e 

hidden units.  

Step-5:   Each hidden unit zj ( j=1,2……,p) sums its weighted input signals.  

                  zinj=voj+Σxivij                                                                     

applying activation function Zj=f(zinj) and sends this signal to all units in the layer above i.e. output units.  

Step-6: Each output unit yk sums its weighted input signals.  

yink=wok+Σzjwjk                                                                              

and applies its activation function to calculate the output signals.  

Yk=f(yink)     

 

Back Propagation of Errors: 

Step-7:   Each output unit receives a target pattern corresponding to an input pattern, error information term is 

calculated as  

δk=(tk-yk)f(yink)                                                

Step-8:   Each hidden unit zj sums its delta inputs from units in the layer above  

δinj=Σδjwjk                                                                                     

 The error information term is calculated as  

δj=δinjf(zinj)  

                                                   

Updation of Weight and Biases: 

 Step-9:   Each output unit yk updates its bias and weights (j=0, 1, 2…... p)  

The weight correction term is given by  

ΔWjk=αδkzj                                                      

and the bias correction term is given by  

ΔWok=αδk                                                                                        

Wjk(new) = Wjk(old) + ΔWjk 

Wok(new)=Wok(old) + ΔWok                                                               

Each hidden unit zj (j=1, 2…….p) updates its bias and weights (i=0, 1, 2…..n)  

The weight correction term  

ΔVij=αδjxi                                                         

The bias correction term  

ΔVoj=αδj                                                                                           

Vij(new) = Vij (old) + ΔVij  

Voj(new)= Voj (old) + ΔVoj                                                

Step-10:   Test the stopping condition. The stopping condition may be the minimization of the errors, number of 

epochs etc. 

 

The question is if anything is gained by using more than one hidden layer. One answer is that using more than 

one layer may lead to more efficient approximation or to achieving the same accuracy with fewer neurons in the 

neural network. MATLAB
TM

 Neural Network Toolbox [26] was used for the implementation of the MLP 

networks. Using this tool one can define specifications like number of layers, number of neurons in each layer, 

activation functions of neurons in different layers, and number of training epochs. Then the training feature 

vectors and the corresponding desired outputs can be fed to the neural network to begin training. Error back-

propagation algorithm was used for training. 

Each neuron within the hidden layer is represented by transfer function known as activation function. The 

transfer function should be able to accept an input within any range, and to produce an output in a strictly 

limited range. We used one of the most common transfer functions, the logistic function. In this case, the output 

is in the range (0, 1), and the input is sensitive in a range not much larger than (-1, +1). This function is also 

smooth and easily differentiable. These properties are critical in allowing the network training algorithms to 

operate [27]. Back-propagation (backward propagation of errors) is supervised learning algorithm, which is the 
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most useful for feed forward networks. The algorithm can be divided into two main phases, propagation phase 

and weight update. In propagation phase, inputs are passed to the hidden layer where the initial weights were 

set. The hidden layer produces certain outputs, which are evaluated against original outputs, and error is 

calculated. In the second phase, the calculated error is used to update neuron weights. The process continues 

until optimum weights, are obtained. 

 

The proposed methodology for Intrusion Detection in Computer Networks is based on using Artificial Neural 

Network (ANN) for detecting the Normal and Abnormal conditions of the given parameters, which leads to 

various attacks [28]. The neural network approach for this purpose has two phases; training and testing. During 

the training phase, neural network is trained to capture the underlying relationship between the chosen inputs 

and outputs. After training, the networks are tested with a test data set, which was not used for training. Once 

the networks are trained and tested, they are ready for detecting the intrusions at different operating conditions. 

The following issues are to be addressed while developing an ANN for Intrusion Detection [29]: 

1. Data Collection 

2. Data preprocessing, representation and Normalization 

3. Dimensionality Reduction 

4. Selection of Network Structure 

5. Network Training and Testing 

 

V RESULTS AND DISCUSSION 

The training model was performed by means of Root Mean Square (RMS) error analysis [30] using learning rate 

of 0.80, 2 input layers, 6 hidden layers and 1 output layer. There were three categories of incorrect outputs: false 

positive, false negative and irrelevant neural network output. The irrelevant outputs were those that did not 

represent any of the output classes [31] in the data set. The mean square error achieved by the network during 

training is 9.9979e-004. With six hidden nodes, the network took 249.7030 seconds to reach the error goal. The 

performance of network during training is shown in below figure. 

 

 
Figure 3. Training Performance of the network. 

 

After training, the generalization performance of the network is evaluated with the test data. During testing the 

Mean Square Error achieved by the network is 4.2758e-004. 

 

 
Figure 4. The mean square error (mse) of the back-propagation training procedure versus training 

epochs. 
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The decrease in the error was completely satisfactory. The network was over fitted. 

 

 
Figure 5. The training process error when the early stopping validation method is applied. 

 

 
Figure 6. Mean Squared Error (mse). 

 

It has been shown that the best classification was obtained at epoch 54 with 0.00405 mse. At this point, test and 

validation data gets the best common minimum. 

 

VI FUTURE SCOPE 

As mentioned above, there has been a lot of research on intrusion detection, and also on the use of neural 

networks in intrusion detection. As showed in this paper, back propagation neural networks can be used 

successfully to detect attacks on a network. The same experiments should also be conducted with other types of 

neural networks to see if these types can improve the detection rate we got from the experiments with a back 

propagation neural network. As a possible future development to the present study, one can include more attack 

scenarios in the dataset. Practical IDSs should include several attack types. In order to avoid unreasonable 

complexity in the neural network, an initial classification of the connection records to normal and general 

categories of attacks can be the first step. The records in each category of intrusions can then be further 

classified to the attack types. 

 

VII CONCLUSION 

In the design of an anomaly detection system one can take advantage of the neural network ability to learn and 

of its capability to generalize. Neural network can learn to discriminate between normal and abnormal behaviour 

of the system from examples. No explicit definition of abnormal behaviour of the system is necessary and thus 

the main obstacle in building anomaly system could be overcome. There are various techniques of Artificial 

Neural Network, which can be applied to Intrusion Detection System. Each technique is suitable for some 

specific situation. BPNN is easy to implement, supervised learning artificial neural network. Number of the 

epochs required to train the network is high as compare to the other ANN technique but, detection rate is very 

high. BPNN can be used when one wants to not only detect the attack but also to classify the attack in to specific 
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category so that preventive action can be taken. By combining the different ANN techniques, one can reduce the 

number of the epochs required and hence can reduce the training time. The work does not require any additional 

hardware and is software based.  

We applied the early stopping validation method which increased the generalization capability of the neural 

network and at the same time decreased the training time. Therefore, the neural network based IDS can operate 

as an online classifier for the attack types that it has been trained for. The only factor that makes the neural 

network off-line is the time used for gathering information necessary to compute the features. Although it’s 

simple structure, in comparison with similar IDSs, it achieves equivalent performance and reduces 

computational overhead and memory usage. The overall system showed the classification of 94.82%, with 0.6% 

both, false positive and false negative rate, and mean square error of 0.004. 
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