Performance improvement of a Rainfall Prediction Model using Particle Swarm Optimization
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ABSTRACT
The performances of the statistical methods of time series forecast can be improved by precise selection of their parameters. Various techniques are being applied to improve the modeling accuracy of these models. Particle swarm optimization is one such technique which can be conveniently used to determine the model parameters accurately. This robust optimization technique has already been applied to improve the performance of artificial neural networks for time series prediction. This study uses particle swarm optimization technique to determine the parameters of an exponential autoregressive model for time series prediction. The model is applied for annual rainfall prediction and it shows a fairly good performance in comparison to the statistical ARIMA model.
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I. INTRODUCTION
Linear time series models have drawn much attention due to their relative simplicity in understanding and implementation. The autoregressive integrated moving average (ARIMA) model [1] is one such model that has seen many applications in time series forecasting [2, 3, 4]. However, many practical time series including rainfall show nonlinear behaviour due to which nonlinear methods are employed for their prediction. A host of nonlinear statistical models have been described in the literature for predicting volatility changes in time series [5]. Artificial neural networks (ANNs) approach has been suggested as an alternative technique for nonlinear time series forecasting and it has gained immense popularity in the recent time [6, 7, 8]. Support vector regression (SVR) is another new approach being successfully applied in time series prediction [9]. Various hybrid techniques have also been tried in the recent years for efficient prediction. Particle swarm optimization (PSO) approach, in particular, has been utilized in combination with different time series models to improve the performances of these models. PSO has been effectively used by some researchers as an alternative to the Backpropagation (BP) algorithm for training ANN models [10, 11]. Asadi et al. [12] combined PSO with ARIMA model and reported that this hybrid method exhibited better prediction results compared to an ARIMA model itself. Cui and Jiang [13] used a binary Particle Swarm Optimization (BPSO) to increase the predictive accuracy of a local linear time series prediction model.

In the present study, an updated PSO is employed for determining the parameters of an exponential regression model so as to improve its prediction accuracy for annual rainfall prediction.

II. PARTICLE SWARM OPTIMIZATION
PSO is a metaheuristic optimization technique originally proposed by Kennedy and Eberhart [14]. This algorithm is inspired by the social behaviour of animals in swarms like bird flock and fish schools. The general idea in the PSO algorithm is that there exists a swarm of particles and each particle resides at a position \( x_i \) in the search space. The particles move over the search space with a certain velocity \( v_i \). The velocity is influenced by the global best (gbest) position \( p_g \) and the best position \( p_i \), a particle has personally found (pbest). The velocity is updated and a new position is obtained iteratively using the following equations:

\[
\begin{align*}
    v_{i,d}(t + 1) & = \omega v_{i,d}(t) + r_1 c_1(p_{g,i}(t) - x_{i,d}(t)) + r_2 c_2(p_{i,i}(t) - x_{i,d}(t)) \\
    x_{i,d}(t + 1) & = v_{i,d}(t) + x_{i,d}(t)
\end{align*}
\]

where, \( \omega \) is the inertial weight; \( c_1 \) and \( c_2 \) are respectively called the cognitive and social factors; \( r_1 \) and \( r_2 \) are random numbers in the interval \((0,1)\); \( t \), \( i \) and \( d \) are respectively the iteration, particle and variable indices.

However, the above method of dimension by dimension update of velocity was reported to be biased and
leading to premature convergence of the algorithm [15]. Hence the above equations were modified in a geometrical way by Clerc [16] in the following manner.

A centre of gravity $G_i(t)$ is defined in the search space such that,

$$ G_i(t) = \begin{cases} \frac{1}{2} (x_i(t) + c_1 (p_i(t) - x_i(t))), & \text{if } p_i(t) = p_{i+1}(t) \\ x_i(t) + 1/3 (c_1 (p_i(t) - x_i(t)) + c_2 (p_{i+1}(t) - x_i(t))), & \text{otherwise} \end{cases} $$ \hspace{1cm} (3)

A random point $x'_i(t)$ is then generated in the hyper sphere $H_i(G_i , ||G_i-x_i||)$ and the velocity update function is obtained as follows:

$$ x_{i,t+1} = \omega \cdot v_{i,t} + x'_i(t) - x_{i,t} $$ \hspace{1cm} (4)

In this updated method, the value of the parameter $\omega$ is taken as $1/2 \log 2 \ (\approx 0.721)$ and both $c_1$ and $c_2$ have the same value of $0.5 + \log 2 \ (\approx 1.193)$.

### III. PSO-EXPAR MODEL FOR RAINFALL PREDICTION

Among the different statistical methods for time series prediction, ARIMA model is by far the most popular one. However, this method has certain limitations including its inherent assumption of linearity. In most cases, a rainfall time series is nonlinear in nature. A nonlinear model namely, the exponential autoregressive (EXPAR) model [17], is used in this study to predict an annual rainfall time series. This model is capable of handling the non-Gaussian characteristics of a time series [18]. This model can be represented as:

$$ y_i = \sum_{i=1}^{p} a_i + \varphi_i \exp (-\lambda \cdot \epsilon_{i-1}^2) y_{i-1} + \epsilon_i $$ \hspace{1cm} (5)

where $y_i \ (i = 1, 2, 3, \ldots, p)$ is a vector of the predictor variables and $p$ is the order of the model; $\lambda$ is a scaling constant in the range $[0,1]$ and $\varphi_i$ is a white noise operator with mean zero and variance one. In the above equation, if $y_{i,1}$ is large then the model turns into an autoregressive model. The coefficients $a_i$ and $\varphi_i$ are linear and hence the model may be termed as linear-in-the-parameters.

Selection of appropriate model parameters is most crucial for efficient prediction of a time series. Further, choosing the best performing model (i.e. choosing the order $p$ in this case) is a cumbersome task. In this study, the robustness of PSO algorithm is used to accomplish both the above tasks. The model parameters are iteratively optimized using the updated PSO algorithm with the objective of minimizing the sum of squared error (SSE) between the observed and predicted values of annual rainfall. The order $p$ of the model is chosen on the basis of Akaike information criterion (AIC) [19] and Bayesian information criterion (BIC) [20].

### IV. EXPERIMENTAL RESULTS

Annual rainfall data for Guwahati City in India for the period from 1901 to 2002, obtained from India Meteorological Department (IMD) sources, is used in the present study. A statistical analysis of the data series exhibits a non-Gaussian kernel density. Out of the 102 data points, first 90 data points corresponding to the period 1901 to 1990 are used for model construction, while the rest 12 data points are used for testing the model. In this study, the MATLAB code for PSO developed by Omran [21] is used. This code contains the modified features as suggested by Clerc [16]. Using this code, the optimal values for the coefficients of the regression model in Eq. 5 are obtained. The best fitted model on the basis of minimum AIC and BIC is given below:

$$ y_i = \{0.7937 + 2.3648 \exp (-0.001 y_{i-1}^2)\} y_{i-1} + \{0.2413 + 6.4870 \exp (-0.001 y_{i-1}^2)\} y_{i-2} + \epsilon_i $$ \hspace{1cm} (6)

For the sake of comparison, a best fitted ARIMA model is considered. Two common statistical measures of root mean squared error (RMSE) and mean absolute error (MAE) are used for performance comparison (details are not discussed). The observed and predicted rainfall for the periods of model construction and testing are plotted in Fig 1 and Fig 2, respectively. The performance indicators are shown in Table 1. It is clear that the PSO-EXAR model performs better than the ARIMA model for modeling as well as for prediction.
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Fig 1: Linear scale plot of observed and predicted rainfall using model dataset

Fig 2: Linear scale plot of observed and predicted rainfall using test dataset

Table 1: Performance measures of best fitted PSO-EXPAR and ARIMA models

<table>
<thead>
<tr>
<th>Criterion</th>
<th>Performance measures for model dataset</th>
<th>Performance measures for test dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PSO-EXPAR</td>
<td>ARIMA</td>
</tr>
<tr>
<td>RMSE</td>
<td>688.063</td>
<td>727.867</td>
</tr>
<tr>
<td>MAE</td>
<td>548.767</td>
<td>589.056</td>
</tr>
<tr>
<td>AIC</td>
<td>518.773</td>
<td>523.169</td>
</tr>
<tr>
<td>BIC</td>
<td>522.590</td>
<td>526.986</td>
</tr>
</tbody>
</table>

V. SUMMARY AND CONCLUSIONS
An improved Particle swarm optimization algorithm has applied in this study to optimize the parameters of an exponential regression equation for predicting annual rainfall data series. The robustness of PSO has been utilized to obtain the optimal parameters. The method has been found to be efficient and time saving. The
numerical results also suggest better performance of the PSO-EXPAR model in comparison to the established statistical ARIMA model. This hybrid method may open avenues for further study in time series prediction using data mining techniques.
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