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I. INTRODUCTION 
 Information security technology is an essential component for protecting public and private computing 

infrastructures. With the widespread utilization of information technology applications, organizations are 

becoming more aware of the security threats to their resources. No matter how strict the security policies and 

mechanisms are, more organizations are becoming susceptible to a wide range of security breaches against their 

electronic resources. Network‐intrusion detection is an essential defense mechanism against security threats, 

which have been increasing in rate lately. It is defined as a special form of cyber threat analysis to identify 

malicious actions that could affect the integrity, confidentiality, and availability of information resources. Data 

mining‐based intrusion‐detection mechanisms are extremely useful in discovering security breaches.  An 

intrusion detection system (IDS) is a component of the computer and information security framework. Its main 

goal is to differentiate between normal activities of the system and behavior that can be classified as suspicious 

or intrusive [11].  

 IDS’s are needed because of the large number of incidents reported increases every year and the attack 

techniques are always improving. IDS approaches can be divided into two main categories: misuse or anomaly 

detection [12]. The misuse detection approach assumes that an intrusion can be detected by matching the current 

activity with a set of intrusive patterns. Examples of misuse detection include expert systems, keystroke 

monitoring, and state transition analysis. Anomaly detection systems assume that an intrusion should deviate the 

system behavior from its normal pattern. This approach can be implemented using statistical methods, neural 

networks, predictive pattern generation and association rules among others techniques.  In this research using 

naïve byes classification with clustering data mining techniques to extract patterns that represent normal 

behavior for intrusion detection. This research is describing a variety of modifications that will have made to the 

data mining algorithms in order to improve accuracy and efficiency. Using sets of naïve byes classification rules 

that are mined from network audit data as models of “normal behavior.”  

ABSTRACT: 
Intrusion Detection Systems (IDSs) is an efficient defense technique against network attacks as well 

host attacks since they allow network/host administrator to detect any type policy violations. 

However, traditional IDS are vulnerable and they are not reliable to novel and original malicious 

attacks. Also, it is very inefficient to analyze from a big amount of data such as possibility logs. 

Moreover, there are high false positives and false negatives for the common OSs.  There are many 

other techniques which can help to improve the quality and results of IDS in which data mining one 

of them where it has been popularly recognized/identify as an important way to mine useful 

information from big amount of data which is noisy, and random. Integration of various data mining 

techniques with IDS to improve efficiency is the motive of proposed research.  Proposed research is 

combining three data mining technique to reduce over head and improve execution efficiency in 

intrusion detection system (IDS). The Proposed research that ensembles clustering (Hierarchical) 

and two classifications (C5.0, CHAID) approaches. Proposed IDS execute on the standard KDD’99 

(knowledge Discovery and Data Mining) Data set; this data set is used for measuring the 

performance of intrusion detection systems. Proposed system can detect the intrusions and classify 

them into four categories: Probe, Denial of Service (DoS), U2R (User to Root), and R2L (Remote to 

Local). A presented experiment results is carried out to the performance of the proposed IDS using 

KDD 99’ dataset. Its shows that the proposed IDS performed better in term of accuracy, and 

efficiency. 
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 To detect anomalous behavior, it will generate naïve byes classification probability with clustering 

followed from new audit data and compute the similarity with sets mined from “normal” data. If the similarity 

values are below a threshold value it will show abnormality or normality [12]. 

II. PROPOSED WORK 
 This Chapter is going to be present general idea on a new proposed concept for intrusion detection 

system which will enhance efficiency as compare existing intrusion detection system. The proposed concept is 

using data mining techniques. Data mining techniques have been successfully applied in many different fields 

including marketing, manufacturing, process control, fraud detection, and network management. Over the past 

five years, a growing number of research techniques have applied data mining to various problems in intrusion 

detection. In this will apply to data mining for anomaly detection field of intrusion detection. Presently, it is 

unfeasible for several computer systems to affirm security to network intrusions with computers increasingly 

getting connected to public accessible networks (e.g., the Internet). In view of the fact that there is no ideal 

solution to avoid intrusions from event, it is very significant to detect them at the initial moment of happening 

and take necessary actions for reducing the likely damage. One approach to handle suspicious behaviors inside a 

network is an intrusion detection system (IDS). For intrusion detection, a wide variety of techniques have been 

applied specifically, data mining techniques, artificial intelligence technique and soft computing techniques. 

Most of the data mining techniques like association rule mining, clustering and classification have been applied 

on intrusion detection, where classification and pattern mining is an important technique.  

Proposed Concept: Here proposed concept are going to be present general idea as showing in figure 1 for 

intrusion detection system which will enhance efficiency as compare existing intrusion detection system. The 

proposed concept is using data mining techniques. In this clustering and classification data mining technique has 

applied for anomaly detection field of intrusion detection. Anomaly learning approaches are able to detect 

attacks with high accuracy and to achieve high detection rates. However, the rate of false alarm using anomaly 

approach is equally high. In order to maintain the high accuracy and detection rate while at the same time to 

lower down the false alarm rate, the proposed technique is the combination of three learning techniques. For the 

first stage in the proposed technique, this grouped similar data instances based on their behaviors by utilizing a 

hierarchical clustering as a pre-classification component. Next, using C5.0 classifier this classified the resulting 

clusters into attack classes as a final classification task. This found that data that has been misclassified during 

the earlier stage may be correctly classified in the subsequent classification stage. At last CHAID classification 

is applied. Following is the proposed IDS which divided into following module: 

 

1. Database Creation (Suggested Technique) 

 Download and Rearranged KDD 99’ 

 Data Formation and Re-Processing of KDD 99’( Training and Testing Data Set Preparation) 

 

2. Data mining Techniques 

 Cluster Technique  

o Hierarchical Clustering 

 Classification 

o C5.0  

o CHAID  

 

3. Proposed System 

 

 K-Mean Clustering  

 K-Mean Clustering  with Naïve Bayse classification 

 K-Mean with Naïve Bayse classification and Decision Table Majority Rule Based Approach  

 Hierarchical Clustering  

 Hierarchical Clustering   with C5.0 classification 

 Hierarchical Clustering   with C5.0 classification and CHAID Classification 

 

4. Performance  

 Time Analysis 

 Memory Analysis 

 CUP Analysis 
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Figure 1: Block Diagram of Proposed Concept 

 

Proposed Architecture: In the proposed work, outline a data mining approaches for designing intrusion 

detection models. The Basic idea behind this is that apply various data mining technique in single to audit data 

to compute intrusion detection models, as per the observation of the behavior in the data. In the proposed work 

are the combining three most useable data mining techniques into single concept and presenting architecture 

shown in figure 4.2. In proposed technique, use Hierarchical clustering, C5.0 algorithm and CHAID approach. 

First apply the hierarchical algorithm to the given dataset to split the data records into normal cluster and 

anomalous clusters. It specifies the number of clusters as five to the hierarchical and clusters the records in the 

dataset into normal cluster and anomalous clusters. The anomalous clusters are U2R, R2L, PROBE, and DoS. 

The records are labeled with the cluster indices. Then, divide the data set into two parts. One part is used for 

training and the other one is used for evaluation. In training phase, apply the labeled records to the C5.0 for 

training purpose. The C5.0 classifier is trained with the labeled records. Then, apply the rest of unlabeled 

records to the C5.0 for classification. The C5.0 classifier will classify the unlabelled record into normal and 

anomalous clusters. Finally apply CHAID which is also the classifier that is doing exact match of each attribute 

values all to gather and thus removes the strong independence assumption. The Proposed work consists of 

clustering, classification where proposed architecture as shown in figure 2.  

 

 
Figure 2: Architecture of the Proposed IDS 
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Proposed Algorithm : Input: Dataset KDD, a sample K, Normal Cluster NC, Abnormal cluster AC, c is the 

number of clusters and d is the distance between them, ch1,ch2,ch3,ch4,ch5 are Nodes i1,i2,i3,i4 are the 

category  

Output: K is abnormal or normal 

 

Algorithm Hybrid 

A) First apply Hierarchical clustering 

1) Firstly load data into a root cluster and we start with one cluster and successively split clusters to produce 

others, more and more samples are clustered together in a hierarchical manner. 

2) For Every data point: 

3) Find out the distance from the data point to every cluster. 

 

Begin 
   Initialize c; c' = n; Di = {xi}; i = 1,...,n 

Do 
 c' = c' - 1 

4) Find nearest clusters Di and Dj  

5) Merge Di and Dj  

Until c = c' 

Return c clusters 

End  

 

6) To find the nearest clusters in step 4, the following clustering criterion function is used: 

dmin(Di, Dj) = min || x - x' ||, where x € Di and x' € Dj  

7) The merging of the two clusters in step 6 simply corresponds to adding an edge between the nearest pair of 

nodes in Di and Dj. Also, if instead of terminating after a predetermined number of clusters have been 

obtained; it is possible to set the termination criteria to stop when the distance between nearest clusters 

exceeds a predetermined threshold. 

 

B) Apply C5.0 Classification  

1) For each Clusters C in KKDi  in test data do 

If C is i1 

Ch1=c 

Else 

If C is i2 

Ch2=c 

Else 

If C is i3 

Ch3=c 

Else 

If C is i4 

Ch4=c 

Else 

Ch5=c 

until end of deta set 

 

2) Collect data from dataset in the form of Normal/Abnormal and apply those data to the CHAID  

Decision Table Majority rule based approach and build condition for the action like training/testing 

normal data set D. 

 

C) CHAID   

1) Preparing predictors. The first step is to create categorical predictors out of any continuous predictors 

by dividing the respective continuous distributions into a number of categories with an approximately 

equal number of observations. For categorical predictors, the categories (classes) are "naturally" 

defined. 

If (c is not equal to ch1,ch2,ch3,ch4 )  

Then  

c is Normal 

Otherwise  
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c is abnormal 

III. RESULTS ANALYSIS 
 Result Analysis: we are using java implementation to present an evaluation system. For timing 

evaluation of the suggested technique, it is necessary to describe the detailed evaluation method. Here we are 

taking only one evaluating modes to find Intrusion Detection system impact on time consuming of selected 

technique. For experiment use a laptop Pentium® Dual-Core CPU T4400 @2.20Ghz and 32-bit operating 

system, in which performance data is collected. In the experiments, the laptop executes fixed record data sets 

(182679).  Several performance metrics are collected: 

 

 Execution time 

 CPU Utilization time 

 Memory Utilization  

 

 The execution time is measured the time that an technique takes to produce results. Throughput is 

calculated through execution time the It proved the speed of technique. The memory deals with the quantity of 

required memory storage space for the whole process of IDS. The CPU Utilization can be calculated that a CPU 

is dedicated only to the meticulous method of calculations. It calculates the load of the CPU. During Results 

evolution we have use the KDD99 cup data set [22, 23 & 24] for training and testing [1] which is shown in table 

1 and 2. In 1998 DARPA intrusion detection evaluation program was set up to acquire raw TCP/IP dump data 

[21 & 22] for a LAN by MIT Lincoln lab to compare the performance of various intrusion detection methods [5 

& 6]. In KDD-99 data set each record is consists of a set of features, some of which are either discrete or 

continuous. The qualitative values are labels without an order which could be symbolic or numeric values e.g. 

the value of feature protocol type is one among the symbols {icmp, tcp, udp}. The numeric value of the feature 

logged in is 0 or 1 to represent whether the user has successfully logged in or not. For the quantitative attributes, 

the data are characterized by numeric values within a finite interval. Example can be the duration. Since the 

feature selection is applicable only to the discrete attributes, not to the continuous ones, the continuous features 

need be converted to discrete ones prior to the feature selection analysis. In order to evaluate the performance of 

this method we have used KDD99 data set [27].  

 

 First apply K-means clustering hierarchical clustering algorithm on the features selected. After that, we 

classify the obtained data into Normal or Anomalous clusters by using the Hybrid classifier which is the 

combination of (C5.0 Classification and CHAID). In these experimental results compare packet performance, 

time-consuming, memory utilization and CPU utilization of known algorithm on fixed size of record sets. 

During processing, the record sets are coming from data base, table 1 is producing training data set and table 2 is 

producing testing data set. For evaluation mode, there are two parameters: the number of evaluated record set 

and the size of evaluated record set, where the number of evaluated record sets is the number of record set that 

are generated randomly and the size of evaluated record sets can be chosen from database. In this mode, n cycles 

(that is, the number of the evaluated record sets) executed. In each cycle, record sets are respectively executed 

by proposed technique. Finally, the outputs of the Proposed evaluation system are packet performance, 

execution time, and the execution time is measured in seconds. Actually, for an algorithm, the time-consuming 

of execution not only depends on the algorithm’s complexity, but also the size of record sets. The evaluated 

results are illustrated as in Table 3 – 5. 

 

Table 1: Number of Example used in Training Data Taken from KDD99 Data Set 

 

Attacks Type Training 

Example 

Normal 170737 

Remote to User 2331 

Probe 7301 

Denial of service 2065 

User to Root 245 

Total examples 182679 
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Table 2: Number of Example used in Testing Data Taken from KDD99 Data Set 

 
Attacks Type Testing 

Example 

Normal 78932 

Remote to User 1015 

Probe 4154 

Denial of service 885 

User to Root 145 

Total examples 85131 
 

The execution time is considered the time that an algorithm takes to produce results. Execution time is used to 

calculate the throughput of an algorithm. It indicates the speed of algorithm. Table 3 is showing the execution 

time of proposed technique on 85131  testing data set. 

 

Table 3: Comparison of Execution Time on 85131  Data Volume 

 
Data Volume Proposed Hybrid 

Technique(Hierarchical + C5.0+ 

CHAID) 

 Execution Time in Millisecond (Approx) 

85131 1217 

 

The memory deals with the amount of memory space it takes for the whole process of Intrusion Detection 

System. Table 4 is showing the memory utilization of proposed technique on 85131 testing data set. 

Table 4: Memory Utilization 

 

 

 

 

 

 

 

The CPU Utilization is the time that a CPU is committed only to the particular process of calculations. It reflects 

the load of the CPU. The more CPU time is used in the execution process, the higher is the load of the CPU. 

Table 5 is showing the CPU utilization of  proposed technique on 85131  testing data set. 

 

Table 5: of CPU Utilization 

 

Name CPU Utilization in 

% 

 (Approx) 

Proposed Hybrid 

Technique(Hierarchical 

+ C5.0+ CHAID) 

6% 

 

Here graph-1 is drawing form Table-3 to reveal it. In this graph, execution time is showing where the evaluated 

mode is fixed size of record sets ranging from 85131  approx testing record sets. 

 

 
 

Graph 1:- Execution Time vs User Load of proposed technique on 85131  testing data set 

Name Total 

Available 

Memory 

Total Memory 

Consumption 

Memory 

Utilization in 

% 

Proposed Hybrid 

Technique(Hierarchical + 

C5.0+ CHAID) 

173265 1322 57 
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Here graph-2 is drawing forms Table-4 to reveal it. In this graph memory utilization is showing where the 

evaluated mode is fixed size of record sets (85131).TAM: Total Available Memory, Total Memory 

Consumption, MU: Memory Utilization, PHT: Proposed Hybrid Technique  

 

 
 

Graph 2:- Memory Utilization of proposed technique and on 85131  testing data set 

 

Here graph-3 is drawing forms Table-5 to reveal it. In this graph CPU utilization is showing where the evaluated 

mode is fixed size of record sets (85131). 

 

 
 

Graph 3: CPU Utilization of proposed technique and existing technique on 85131  testing data set 

 

Experimental results for this compassion point are shown Table 3 to 5 at execution stage. The results show the 

superiority of proposed technique in terms of the processing time, Memory Utilization and CPU Utilization. 

Some typical results obtained by the evaluation system can be found in Tables (3, 4 & 5) and Graphs (1, 2 & 3). 

The results illustrated in Table 3 shows that proposed technique is in different/fixed record sets. Finally, it is not 

difficult to find that, in contrast with these Tables, the larger the data record sets, the bigger execution time is. 

Besides, in contrast with these Tables, it is not difficult to find that the increasing data length can lead to the 

significant increment of execution time as well as memory utilization and CPU Utilization. Generally speaking, 

the time-consuming of known algorithm usually depends on the size of record sets of.  

 Proposed Hybrid technique is producing good performance then comparing technique to find normal packet 

performance. 

 Proposed hybrid technique having low response time than comparing technique. 

 Proposed hybrid technique using low memory space during execution than the compared technique and 

easy to understand and implement. 

 Proposed hybrid technique used simple structure, control flow is well defined and looping structure is also 

minimized. Due to the following facts it take very less time for execution. 

 

IV. CONCLUSION 
 The proposed research have improved detecting speed and accuracy which is the prime concern of the 

proposed work, and presents more efficient cluster rules mining method with classification method to abnormal 

detecting experiment based on network. Presented Approach is a hybrid approach which is the combination of 

K-mean clustering, K-nearest and Decision Table Majority rule based approach. The proposed approach was 

compared and evaluated on KDD’99 dataset. Considering the dependent relations between alerts, it proposed an 
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improved cluster Algorithm with k-nearest classification; this hybrid approach can find more accurate 

probability of normal and abnormal packets. Compared with other method, proposed method can find the 

probability from the training data as well as testing data with high efficiency. Usually when an attack performed, 

it is very possible that there exist attack cluster transitions. Based on this it use the cluster sequences to filter 

false alarms generated by IDS, experimental results proved this method is effective and feasible. Future research 

work should pay closer concentration or attention to the data mining process that do not fall into the categories 

feature selection and anomaly detection. To deal with some of the general challenges in data mining, it might be 

best to develop special-purpose solutions that are tailored to intrusion detection 
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