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Abstract

With the drastic development of number of Internet users and the number of accessible Web pages, it is becoming increasingly difficult for users to find documents that are relevant to their particular needs. To make searching much easier for users, web search engines came into existence. Web Search engines are used to find specific information on the World Wide Web. Without search engines, it would be almost impossible to locate anything on the Web unless or until a specific URL address is known. Hence it is better to know how these search engines actually work and how they present information to the user initiating a search. Web crawling is the process used by search engines to collect pages from the Web. Web crawlers are one of the most crucial components in search engines and their optimization would have a great effect on improving the searching efficiency. This paper discusses the issues and challenges involved in the design of the various types of crawlers and search engine.
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I. INTRODUCTION

With the exponential growth of information on the World Wide Web, there is a great demand for developing efficient and effective methods to organize and retrieve the information available. All the search engines have powerful crawlers that visit the internet time to time for extracting the useful information over the internet. A web-crawler [4] is a program/software or automated script which browses the World Wide Web in a methodical, automated manner. Web crawlers are the programs or software that uses the graphical structure of the Web to move from page to page. Web crawlers are designed to retrieve Web pages and add them or their representations to local repository/databases. Web crawlers are mainly used to create a copy of all the visited pages for later processing by a search engine that will index the downloaded pages that will help in fast searches. Web search engines work by storing information about many web pages, which they retrieve from the WWW itself. These pages are retrieved by a Web crawler (sometimes also known as a spider), which is an automated Web browser that follows every link it sees. Search engines [1], [2], [3] operate as a link between web users and web documents. Without search engines, this vast source of information in web pages remain veiled for us. A search engine [6] is a searchable database which collects information from web pages on the Internet, indexes the information and then stores the result in a huge database where from it can be searched quickly.

II. RELATED WORK

Matthew Gray [5] wrote the first Crawler, the World Wide Web Wanderer, which was used from 1993 to 1996. In 1998, Google introduced its first distributed crawler, which had distinct centralized processes for each task and each central node was a bottleneck. After some time, AltaVista search engine introduced a crawling module named as Mercator [16], which was scalable, for searching the entire Web and extensible. UbiCrawler [14] a distributed crawler by P. Boldi, with multiple crawling agents, each of which run on a different computer. IPMicra [13] by Odysseus a location-aware distributed crawling method, which utilized an IP address hierarchy, crawl links in a near optimal location aware manner. Hammer and Fiddler [7], [8] has
critically examined the traditional crawling techniques. They purposed web crawling approach based on mobile crawlers powered by mobile agents. The mobile crawlers are able to move to the resources that need to be accessed in order to take advantage of local data access. After accessing a resource, mobile crawlers move on to the next server or to their home machine, carrying the crawling results in their memory.

The following sections describe the various issues and challenges in implementing these different categories of crawlers.

III. CHALLENGES IN SEARCH ENGINE

Web Search Engines are faced with number of difficult problems in maintaining and enhancing the quality of performance. The problems are either unique to particular domain. The various problems are [10],[11],[12]:

- Spam
- Content Quality
- Duplicate Hosts

3.1 Spam

The increasing importance of search engines to commercial web sites has given rise to a phenomenon we call “web spam”, that is, web pages that exist only to mislead search engines into mis-leading users to certain web sites. Web spam is a nuisance to users as well as search engines: users have a harder time finding the information they need, and search engines have to cope with an inflated corpus, which in turn causes their cost per query to increase. Therefore, search engines have a strong incentive to weed out spam web pages from their index.

3.2 Content Quality

The web is full of noisy, low quality, unreliable and contradictory content. While there has been a great deal of research on determining the relevance of documents, the issue of document quality or accuracy has not been received much attention in web search or information retrieval. The web is so huge, so techniques for judging document quality are essential for generating good search results. The most successful approach to determining the quality on the web is based on link analysis, for instance Page Rank[16,17] and HITS[9].

3.3 Duplicate Hosts

Web Search Engines try to avoid crawling and indexing duplicate and near-duplicate pages as they do not add new information to the search results and clutter up the results. The problem of finding duplicate or near-duplicate pages in set of crawled pages is well studied [7]. Duplicate hosts are the single largest source of duplicate pages on the web, so solving the duplicate hosts problem can result in a significantly improved web crawler. Standard check summing techniques can facilitate the easy recognition of documents that are duplicates of each other (as a result of mirroring and plagiarism). Web search engines face considerable problems due to duplicate and near duplicate web pages[15]. These pages enlarge the space required to store the index, either decelerate or amplify the cost of serving results and so exasperate users. The identification of similar or near-duplicate pairs in a large collection is a significant problem with wide-spread applications. In general, predicting whether a page is a duplicate of an already crawled page is very chancy work and lot of work is being done in this field but still it is not able to completely overcome this problem.

IV. WEB CRAWLER DESIGN ISSUES

The web is growing at a very fast rate and moreover the existing pages are changing rapidly in view of these reasons several design issues need to be considered for an efficient web crawler design. Here, some major design issues and corresponding solution are discussed below:-

How should the crawler get relevant pages to query? With the increase in web size, the number of applications for processing data also increases. The goal is to take advantage of the valuable information contain in these pages to perform applications such as querying, searching, data extraction, data mining and feature analysis. For some of these applications, notably for searching, the criteria to determine when a page is to be present in a collection are related to the page contents, e.g., words, phrases, etc.
What pages should the crawler download? In most cases, the crawler cannot download all pages on the Web. Even the most comprehensive search engine currently indexes a small fraction of the entire Web. Given this fact, it is important for the crawler to carefully select the pages and to visit “important” pages first by prioritizing the URLs in the queue properly, so that the fraction of the Web that is visited (and kept up-to-date) is more meaningful.

How should the crawler refresh pages? Once the crawler has downloaded a significant number of pages, it has to start revisiting the downloaded pages in order to detect changes and refresh the downloaded collection. Because Web pages are changing at very different rates, the crawler needs to carefully decide what page to revisit and what page to skip, because this decision may significantly impact the “freshness” of the downloaded collection. For example, if a certain page rarely changes, the crawler may want to revisit the page less often, in order to visit more frequently changing ones.

How should the crawling process be parallelized? Due to the enormous size of the Web, crawlers often run on multiple machines and download pages in parallel. This parallelization is often necessary in order to download a large number of pages in a reasonable amount of time. Clearly these parallel crawlers should be coordinated properly, so that different crawlers do not visit the same Web site multiple times, and the adopted crawling policy should be strictly enforced. The coordination can incur significant communication overhead, limiting the number of simultaneous crawlers.

How should crawler get time sensitive information? Time Sensitive Searching is an issue that needs to be addressed to get the time sensitive information from the web. Usually Search engines crawl the web and take vast snapshots of site content. As previous crawls are not archived so search results pertain only to a single, recent instant in time. As a result when users request some pages which require past data then search engines are unable to provide because it is not possible to search files that represents snapshot of the web over time.

V. CONCLUSION

In this paper, I have discussed various issues and challenges faced in the development of the search engine and crawler architectures. I have found the many of the issues and challenges in these architectures are common i.e. reducing the network bandwidth consumption, maintaining the freshness of the database and maintaining the quality of pages etc.
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