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I. INTRODUCTION 

 Network based intrusion detection system monitor network activities. A network consists of two or more 
computers that are linked to share resources, exchange files and allow electronic communications. Intrusion 

detection is the process of monitoring the events occurring in a computer system or network and analyzing them for 

signs of possible incidents, which are violations or imminent threats of violation of computer security policies, 

acceptable use policies[9]. Intrusion detection systems (IDPS) are primarily focused on identifying possible 

incidents, logging information about IDS, and reporting them to security administrators. IDSs basically record 

information related to observed events, notify security administrators of important observed events, and produce 

reports. The main objective of employing fusion is to produce a fused result that provides the most detailed and 

reliable Information possible. Fusing multiple information sources together also produces a more efficient 

representation of the data [10]. The DSA methodology comprises three main parts. In the first part, the knowledge 

owned by each party in each phase of the operation is elicited. Critical Decision Method has been used for this task. 

The second part is to extract „knowledge objects‟ from the Critical Decision Method. Content Analysis has been 

used for this task. The third and final part is to represent the relations between „knowledge objects‟ and identify in 
which phase(s) they are activated. Propositional Networks were used for this task, comprising „subject‟, „relation‟ 

and „object‟ network structures of the knowledge required by the system to describe any given situation. In Section 

II, we present KDDCUP‟99 dataset. The Preliminary work of security attack detection and classification is 

formulated in Section III. In section IV FSVM is proposed. In section V Experimental and result analysis. In section 

V conclusion and future work. 

II. KDDCUP99 DATASET 
  To check performance of the proposed algorithm for distributed cyber attack detection and classification, 

we can evaluate it practically using KDD‟99 intrusion detection datasets [6]. In KDD99 dataset these four attack 

classes (DoS, U2R, R2L, and probe) are divided into 22 different attack classes that tabulated in Table I. The 1999 
KDD datasets are divided into two parts: the training dataset and the testing dataset[14]. The testing dataset contains 

not only known attacks from the training data but also unknown attacks. Since 1999, KDD‟99 has been the most 

wildly used data set for the evaluation of anomaly detection methods. This data set is prepared by Stolfo et al. [11] 

and is built based on the data captured in DARPA‟98 IDS evaluation program [12]. DARPA‟98 is about 4 gigabytes 

of compressed raw (binary) tcp dump data of 7 weeks of network traffic, which can be processed into about 5 

million connection records, each with about 100 bytes. For each TCP/IP connection, 41 various quantitative 

(continuous data type) and qualitative (discrete data type) features were extracted among the 41 features, 34 features 

(numeric) and 7 features (symbolic). To analysis the different results, there are standard metrics that have been 

developed for evaluating network intrusion detections. Detection Rate (DR) and false alarm rate are the two most 

famous metrics that have already been used [16] 
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TABLE I. DIFFERENT TYPES OF ATTACKS  IN KDD99 DATASET 

 

 

 

 

 

 
 

 

 

 

DR is computed as the ratio between the number of correctly detected attacks and the total number of 

attacks, while false alarm (false positive) rate is computed as the ratio between the number of normal connections 

that is incorrectly misclassified as attacks and the total number of normal connections. In the KDD Cup 99, the 

criteria used for evaluation of the participant entries is the Cost Per Test (CPT) computed using the confusion matrix 

and a given cost matrix  .A Confusion Matrix (CM) is a square matrix in which each column corresponds to the 

predicted class, while rows correspond to the actual classes. An entry at row i and column j, CM (i, j), represents the 

number of misclassified instances that originally belong to class i, although incorrectly identified as a member of 
class j. The entries of the primary diagonal, CM (i, i), stand for the number of properly detected instances. Cost 

matrix is similarly defined, as well, and entry C (i, j) represents the cost penalty for misclassifying an instance 

belonging to class i into class j. Cost matrix values  employed for the KDD Cup 99 classifier learning contest are 

shown in Table 2. A Cost Per Test (CPT) is calculated by using the following formula:[17]  

                                         

  

 

Where CM and C is confusion matrix and cost matrix, respectively, and N represents the total number of test 

instances, m is the number of the classes in classification. The accuracy is based on the Percentage of Successful 

Prediction (PSP) on the test data set. 

 

  

 

III. PROPOSED METHOD 
DSA Methodology   

Distributed Situation awareness is the perception of environmental elements with respect to time and/or 

space, the comprehension of their meaning, and the projection of their status after some variable has changed, such 

as time, or some other variable, like a predetermined event. It is a field of study concerned with perception of the 

environment critical to decision-makers in complex. There are some steps of distributed situational awareness 

1. Elicit the knowledge owned by network 

2. Extract knowledge objects 
3. Shows the relations between knowledge objects and their activation 

4. Compute value of percentage of successful prediction  

5. Compute value of cost effective per text 

6. Compute value of detection rate 

The methods indicate that there is a lot of teamwork occurring in each scenario although there is a clear hierarchy. 

The PWO and AAWO will remain the central nodes of the operations room. Information is shared between the crew 

members Shared awareness can be seen from the analysis in table two. Knowledge objects are shared within the 

three individual scenarios (i.e., air, surface and sub-surface) as well as across the whole mission. It is important to 

remember that the three scenarios are observed and often happen at the same time and will not be separated into 

three clear areas. Thus the sharing of knowledge objects across different scenarios will be essential for effective 

operations. 

 
 

 

4 Main Attack Classes 22 Attack Classes 

Denial of Service (DoS) back, land, neptune, pod, 

smurt, teardrop 

 Remote to Local (R2L) ftp_write,guess_passwd, 

warezclient,warezmaster 

User to Root (U2R) buffer_overflow,perl, 

Probing(Information 

Gathering) 

ipsweep, nmap, portsweep, 

satan 

http://en.wikipedia.org/wiki/Variable_(research)
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IV. EXPERIMENTAL RESULTS 
All the experiments were performed on an Intel ® Core ™ i3 with a 2.27GHz CPU and 4 GB of RAM. We 

used MATLAB version 2013 software. To evaluate the performance of our proposed cyber attack detection system, 

we used the KDDCUP1999 dataset. Our experiment is split into three main steps. In the first steps, we prepare 
different dataset for training and testing. Second, we apply distributed situational awareness algorithm (DSA) to the 

dataset. The original KDDCUP1999 dataset to select most discriminate features for intrusion attack detection. Third, 

we classify the intrusion attacks by using rule based as classifier. For the performance evaluation we used two 

different data set of KDDCUP99. 
 

Table 2.Comparative result of rule based method and DSA 

 

 

 

 

 

 

 

 

 
 

V. CONCLUSION 

In this paper we proposed a new method for security alert generation for intrusion awareness. Such method 

based on distributed situational awareness. This approach can discover new alert relations and does not depend on 
background knowledge. At last, we tested our methods on DARPA 2000 Dataset. The simulations showed that with 

the proposed methods DSA system can efficiently analyze large amount alerts and save administrators‟ time and 

energy. In future we used auto correlation for better prediction of precision and recall. 
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