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Abstract: 
Missing data has to be imputed by using the techniques available. In this paper four imputation techniques are 

compared in the datasets grouped by using k-nn classifier. The results are compared in terms of percentage of accuracy. The 

imputation techniques Mean Substitution and Standard Deviation show better results than Linear Regression and Median 

Substitution. 
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1. Introduction  
Missing Data Imputation involves imputation of missing data from the available data. Improper imputation produces 

bias result. Therefore proper attention is needed to impute the missing values. Imputation techniques help to impute the missing 

value. The accuracy can be measured in terms of percentage. Pre-processing has to be done before imputing the values using 

imputation techniques. kNN classifier helps to classify the datasets into several groups by using the given training dataset. The 

imputation techniques are separately imputed in each dataset and checked for accuracy. The results are then compared.  

 

2. Missing Data Mechanisms 
In statistical analysis, data-values in a data set are missing completely at random (MCAR) if the events that lead to any 

particular data-item being missing are independent both of observable variables and of unobservable parameters of interest. 

Missing at random (MAR) is the alternative, suggesting that what caused the data to be missing does not depend upon the 

missing data itself. Not missing at random (NMAR) is data that is missing for a specific reason.  

 

3. Imputation Methods 
Imputation is the process of replacing imputed values from the available data. There are some supervised and 

unsupervised imputation techniques. The imputation techniques like Listwise Deletion and Pairwise Deletion deletes the entire  

row. The motivation of this paper is to impute missing values rather than deletion. In this paper, unsupervised imputation 

techniques are used and the results are compared in terms of percentage of accuracy.  

 

3.1. Mean Substitution 

Mean Substitution substitutes the mean value of data available. It can be calculated from the availab le data. Mean  can 

be calculated by using the formula  

 

Where: 

 is the symbol for the mean. 

 is the symbol for summation. 

X    is the symbol for the scores. 

N is the symbol for the number of scores. 

 

3.2. Median Substitution 

Median Substitution is calculated by grouping up of data and finding average for the data. Median can be calculated by 

using the formula  

Median =L+h/f(n/2-c) 

where  

L is the lower class boundary of median class 

h is the size of median class i.e. difference between upper and lower class boundaries of median class 

f is the frequency of median class 
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c is previous cumulative frequency of the median class  

n/2 is total no. of observations divided by 2 

 

3.3. Standard Deviation 

The standard deviation measures the spread of the data about the mean value. It is us eful in comparing sets of data 

which may have the same mean but a different range. The Standard Deviat ion is given by the formula  

 

 
 

where are the observed values of the sample items and is the mean value o f these observations, while the 

denominator N stands for the size of the sample. 

 

3.4. Linear Regression 

Linear regression attempts to model the relationship between two variables by fitting a linear equation to observed data. 

One variab le is considered to be an explanatory variab le, and the other is co nsidered to be a dependent variable. Linear 

regression can be calculated by using the formula  
 

Y = a + bX,  

where X is the explanatory variable and Y is the dependent variable. The slope of the line is b, and a is the intercept.  

 

4. Database and Data Pre-Processing 
The dataset consists of 10000 records which is taken from a UK census report conducted in the year 2001. It has 6 

variables. The data has to be pre-processed before it is used for experiment. The orig inal dataset is modified by making some 

data as missed. The missing percentage may vary as 2, 5, 10, 15, and 20 percentages. Next data is classified into several groups. 

For grouping of data, knn classifier is used. Each group is then separately taken for the experiment. The imputation techniques 

are implemented one by one and the performance is measured by comparing with original database in terms of accuracy.  

 

5.  K-Nearest Neighbor Classifiers 

The idea in k-Nearest Neighbor methods is to identify k samples in the training set whose independent variable s x are 

similar to u, and to use these k samples to classify this new sample into a class, v. f is a smooth function, a reasonable id ea is to 

look for samples in our training data that are near it (in terms of the independent variables) and then to compute  v from the 

values of y for these samples. The distance or dissimilarity measure can be computed between samples by measuring distance 

using Euclidean distance.  

 

The simplest case is k = 1 where we find the sample in the training set that is closest (the n earest neighbor) to u and set 

v = y where y is the class of the nearest neighbouring sample. In k -NN the nearest k neighbors of u is calculated and then use a 

majority decision rule to classify the new sample. The advantage is that higher values of k provide s moothing that reduces the 

risk o f over-fitt ing due to noise in the training data. In typical applicat ions k is in units or tens rather than in hundreds or 

thousands. 

 

6.  Experimental Analysis 
In our research the database is grouped into 3, 6 and 9 groups for experiment. The above said imputation techniques are 

implemented in each group. The missing percentages were 2, 5, 10, 15 and 20. The imputation techniques are Mean Substitution,  

Median Substitution, Standard Deviation and Linear Regression. 
 
 

Table 1 describes the percentage of accuracy for various groups. For accuracy each imputed data set is compared with the 

original dataset. Linear Regression and Mean Substitution shows same result as well as poor result. Median Substitution and 

Standard Deviation shows same result as well as better result. When the group size is large there is some improvement in the 

result. 

 

Table 2 describes the overall average of accuracy.  
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Table 1.  Comparison of Imputation Techniques in Groups Classified Using k-NN Classifier 

 

Table 2: Performance of Above Imputation Methods in Terms of Percentage of Accuracy  
 

Percentage 

of Missing 

Mean 

Substitution 

Median 

Substitution 

Standard 

Deviation 

Linear 

Regression 

2 69 71 71 68 

5 73 75 75 73 

10 70 76 76 70 

15 65 76 76 65 

20 55 77 76 56 

% of 

Accuracy 

66.4 75 74.8 66.4 

 

Figure 1: Comparison of Imputation Methods  
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Figure 1 shows the difference graphically.  

 

7. Conclusions and Future Enhancement 
In this paper, as the imputation techniques like Median Substitution and Standard deviation shows better result, it can 

be used for further research. Our research also finds out that when the data gets groups into several sizes, there is some drastic 

improvement in the accuracy of percentage. In future data algorithms can be generated for grouping of data. After grouping, the 

two imputation methods can be applied. 

 

 

Percentage 

of Missing 

3 GROUPS  6 GROUPS  9 GROUPS  

Mean 

Sub 

 

Med 

Sub 

Std 

Dev 

Linear 

Regress 

Mean 

Sub 

 

Med 

Sub 

Std 

Dev 

Linear 

Regress 

Mean 

Sub 

Med 

Sub 

Std 

Dev 

Linear 

Regress 

2 67 70 70 70 69 71 71 66 71 73 72 67 

5 69 72 72 69 75 76 76 75 74 77 77 75 

10 66 71 71 66 72 78 78 72 71 80 80 71 

15 64 72 72 64 66 77 77 66 66 79 79 66 

20 60 72 72 60 55 78 77 56 50 80 80 52 
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