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Abstract: 
Combinatorial optimizat ion is the most panoptic area in current research paper.  The p-median problem which is a 

combinatorial optimization problem is NP-Hard in nature that realizes facilitators which serves the maximum locations.  The 

p-median problem will be practical in several applications areas such as escalating marketing strategies in the sphere of 

Management Sciences and in locating server positions in computer networks. In the proposed work the Metaheuristic based on 

Neighbourhood Search (NS) is hybridized with Data Min ing Technique (HDMNS) with Frequent Mining to provide a solution 

to p-median problem. The resulting local optimal solution from NS method serves as a basis for identification of feasible 

solution space that holds different possible solutions of similar size and by the application of frequent mining technique on  it 

results in identificat ion of frequent items. Basing on the support count, most feasible solution is identified.  
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1. Introduction 
The p-median problem can be represented with the mapping  d: C x F  R, where F denotes the set of facilit ies, C 

represents the set of Customers and R the set of real numbers. The distance between the customer and the facility is 

represented by the mapping d, which is also termed as  the distance function. The p-median problem ascertain a R facilities 

such that RF and |R| = p, for any positive integer p and number o f facilit ies n, where p ≤ n, such that the sum of the distances 

from each customer to its adjacent facility is min imized. Here every customer location is assumed as a facility i.e. F = C, and 

also for giv ing equal importance to each location it  is considered that wi = 1. The p-median problem can be represented 

mathematically as [24].  
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Where,  

n    =  number of locations 

xij   = 1 if a  location i is assigned to facility located at j,  

      = 0  other wise 

yi   = 1 if j th location is a  facility  

      =  0 other wise 

dij = distance measured  from location  i to location j j  

p   = preferred number of locations as facilities  
 

The paper is structured as follows: In section 2 enlighten the existing GRASP and Neighbourhood Search based 

Metaheuristic approaches. Section 3 focuses on the proposed work, hybridization of Neighbourhood search method with data 

mining technique. Section 4 deals with experimental results and comparisons and Section 5 imparts the conclusions. 
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2. The Grasp And Neighbourhood Search Metaheuristics  
Metaheuristics like genetic algorithms, GRASP, Neighbourhood Search Approach and others have been suggested 

and are functional to real-world problems in numerous areas of science [13] for p-median problem. GRASP’s searching 

mechanism is iterative and each iteration consists of two phases: construction phase, to provide feasible solution and 

enhancement phase, to identify optimal solution [14][25][26]. The NS Approach mechanism is illustrated in Figure 1, Figure 

2 and Figure 3.It  is also having two phases-   Then the construction phase  and NB Search phase.  

 

 
 

The updation of the solution space is described in Figure 5. Basing on the updated solution space, the Frequent item set (FIS) 

are generated which consists the set of all distinct items that are present in the updated solution space. It is described in  Figure 

6.  Support count is calculated and updated for each item in the FIS which is elucidated in Figure 7. After updating support 

count, sort the frequent items in the decreasing order of support count and then the mined solution is constructed by 

deliberating the items with high support count until the size of the solution  or the number of items exactly equals to p. It is 

exemplified in Figure 8. The final phase is used to derive the optimal solution. The optimal solution is updated using 

Enhancement phase described in NS Approach which examines the global optimal solution that optimizes the objective 

function of the given p-median problem.  

   

3. Proposed Work 
The hybridized Data Mining Neighbourhood Search Approach (HDMNS()) procedure given in Figure 4 consists of  

three phases. The first phase NS Approach(), computes  the initial solution using Neighbourhood Search approach by 

considering the given list and user specified p. It is described in detail in Figure 1, Figure 2 and Figure 3.  The second phase is 

the core of the proposed work .i.e. applicat ion of data mining technique to the basic feasible solution. The obtained solution in 

first phase is input for the second phase which is used to generate the solution space (USS ) that consists of all the probable 

solutions generated using the result obtained in the NSApproach(). 

 

 
                                      Figure 3. Enhancement phase NB Search 
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4. Experimental Results 
The experimental results obtained for GRASP, NS approach and Hybrid Data Min ing Neighbourhood 

Search(HDMNS) are analyzed in  this section, and the results are evaluated on the basis of quality of the solution against p.  

Experiments are carried out on data sets with 15, 25, 50 points. Results are tabularized and graphs are outlined . The origin  

of data sets under study is acqu ired  from the web site  of Professor Eric Taillarrd, Kent University of Applied Sciences of 

Western Switzerland. The associated website for p-median problem instances is http://mistic.heig-

vd.ch/taillard/problemes.dir/ location.html. In Figure 9 the optimal Object ive funct ion value i.e . cost for p-median prob lem is 

compared  using algorithms GRASP, NS approach and HDMNS for the data set of size 50 with number o f facility 

locat ions (p ) incremented by 10. It is observed that HDMNS is working better than the other two techn iques . 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

       Figure 9. Cost comparison of GRASP,                Figure 10. Cost comparison of GRASP,                  NS 

approach & HDMNS when N=50     NS approach & HDMNS when N=15 

 

In Figure 10 the opt imal Objective function value i.e . cost for p-median problem is evaluated  using algorithms GRASP, 
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NS approach and HDMNS for the data set of size 15 with number of facility locat ions (p) raised by 3. It is perceived that 

HDMNS outperforms the other two techn iques. Similarly Figure 11 is plotted with data set size 25 with p=5 and observed 

the same. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

   Figure 11. Cost comparison of GRASP,   Figure 12. Execution time comparison of                NS approach & 

HDMNS when N=25                           GRASP, NS approach & HDMNS when N=50  

 

 

 

 

  

 

 

 

 

 

 

 

 

 

  

Figure 13.  Execution time comparison of GRASP,       Figure 14.  Execution time comparison     NS approach & 

HDMNS when N=15                              Vs GRASP, NS approach & HDMNS,  N=5 

 

Execution times are compared for all the three algorithms for N=50, 15 and 25 with p increments 10, 3 and 25 respectively and 

identified that HDMNS works better than other two. They are represented in Figure 12, Figure 13 and Figure 14. 

 

5. Conclusions 
It is observed that in all the test cases , Hybrid Data Mining Neighbourhood Search (HDMNS) Metaheuristic performs 

much better when compared with the efficient existing methods like GRASP and Neighbourhood Search Metaheuristic.  It is 

also observed that in most of the cases the though the HDMNS includes Min ing technique in addition with NS approach it 

takes almost same execution time as NS approach and produces much more better results than NS approach .  
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