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Abstract: 
Task computing is a computation to fill the gap between tasks (what user wants to be done), and services (functionalities that 

are available to the user). Task computing seeks to redefine how users interact with and use computing environments. Wide 

distributed many-task computing (MTC) environment aims to bridge the gap between two computing paradigms, high 

throughput computing (HTC)
 

and high-performance computing (HPC). In a wide distributed many-task computing 

environment, data sharing between participating clusters may become a major performance constriction. In this project, we 

present the design and implementation of an application-layer data throughput prediction and optimization service for many-

task computing in widely distributed environments using Operation research. This service uses multiple parallel TCP streams 

which are used to find maximum data distribution stream through assignment model which is to improve the end-to-end 

throughput of data transfers in the network. A novel mathematical model (optimization model) is developed to determine the 

number of parallel streams, required to achieve the best network performance. This model can predict the optimal number of 

parallel streams with as few as three prediction points (i.e. three Switching points). We implement this new service in the 

Stork Data Scheduler model, where the prediction points can be obtained using Iperf and GridFTP samplings technique. Our 

results show that the prediction cost plus the optimized transfer time is much less than the non optimized transfer time in 

most cases. As a result, Stork data model evaluates and transfer jobs with optimization service based sampling rate and no. of 

task is given as input, so our system can be completed much earlier, compared to non optimized data transfer jobs. 

Key words: Optimization, Assignment Technique, Stork scheduling   Data throughput. 

 

Modules:                  
1) Construction of Grid Computing Architecture. 

 2) Applying Optimization Service.                  

 3) Integration with Stork Data cheduler. 

4) Applying Quantity Control of Sampling Data. 

5) Performance Comparison. 

Existing System: 
TCP is the most widely adopted transport protocol but it has major bottleneck. So we have gone for other different 

implementation techniques, in both at the transport and application layers, to overcome the inefficient network utilization of 

the TCP protocol. At the transport layer, different variations of TCP have been implemented to more efficiently utilize high-

speed networks.  At the application layer, other improvements are proposed on top of the regular TCP, such as opening 

multiple parallel streams or tuning the buffer size. Parallel TCP streams are able to achieve high network throughput by 

behaving like a single giant stream, which is the combination of n streams, and getting an unfair share of the available 

bandwidth. 

   

Disadvantage Of System: 

 In a widely distributed many-task computing ernvionment, data communication between participating clusters may 

become a major performance bottleneck.  

 TCP to fully utilize the available network bandwidth. This becomes a major bottleneck, especially in wide-area high 

speed networks, where both bandwidth and delay properties are too large, which, in turn, results in a large delay 

before the bandwidth is fully saturated. 

 Inefficient network utilization. 
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Proposed System: 

    We present the design and implementation of a service that will provide the user with the optimal number of parallel TCP 

streams as well as a provision of the estimated time and throughput for a specific data transfer. A novel mathematical model 

(optimization model) is developed to determine the number of parallel streams, required to achieve the best network 

performance. This model can predict the optimal number of parallel streams with as few as three prediction points (i.e. three 

Switching points). We implement this new service in the Stork Data Scheduler model, where the prediction points can be 

obtained using Iperf and GridFTP samplings technique. 

Advantage of System: 

 The prediction models, the quantity control of sampling and the algorithms applied using the mathematical models.  

 We have improved an existing prediction model by using three prediction points and adapting a full second order 

equation or an equation where the order is determined dynamically. We have designed an exponentially increasing 

sampling strategy to get the data pairs for prediction 

 The algorithm to instantiate the throughput function with respect to the number of parallel streams can avoid the 

ineffectiveness of the prediction models due to some unexpected sampling data pairs. 

 We propose to find a solution to satisfy both the time limitation and the accuracy requirements. Our approach 

doubles the number of parallel streams for every iteration of sampling, and observes the corresponding throughput. 

 We implement this new service in the Stork Data Scheduler, where the prediction points can be obtained using Iperf 

and GridFTP samplings 

Implementation module: 
In this project we have implemented the optimization service, based on both Iperf and GridFTP. The structure of our design 

and presents two scenarios based on both, GridFTP and Iperf versions of the service. For the GridFTP version, these hosts 

would have GridFTP servers. For the Iperf version, these hosts would have Iperf servers running as well as a small remote 

module (TranServer) that will make a request to Iperf. Optimization server is the orchestrator host, designated to perform 

the optimization of TCP parameters and store the resultant data. It also has to be recognized by the sites, since the third-

party sampling of throughput data will be performed by it. User/Client represents the host that sends out the request of 

optimization to the server. All of these hosts are connected via LAN. When a user wants to transfer data between two site , 

the user will first send a request that consists of source and destination addresses, file size, and an optional buffer size 

parameter to the optimization server, which process the request and respond to the user with the optimal parallel stream 

number to do the transfer. The buffer size parameter is an optional parameter, which is given to the GridFTP protocol to set 

the buffer size to a different value than the system set buffer size. At the same time, the optimization server will estimate the 

optimal throughput that can be achieved, and the time needed to finish the specified transfer between two site. This 

information is then returned back to the User/Client making the request. Stork is a batch scheduler, specialized in data 

placement and movement. In this implementation, Stork is extended to support both estimation and optimization tasks. A 

task is categorized as an estimation task, if only estimated information regarding to the specific data movement is reported 

without the actual transfer. On the other hand, a task is categorized as optimization, if the specific data movement is 

performed, according to the optimized estimation results. 

Mathematical Model : 
A novel mathematical model (optimization model) is developed to determine the number of parallel streams, 

required to achieve the best network performance. This model can predict the optimal number of parallel streams with as few 

as three prediction points (i.e. three Switching points).We propose to find a solution to satisfy both the time limitation and the 

accuracy requirements. Our approach doubles the number of parallel streams for every iteration of sampling, and observes the 

corresponding throughput. While the throughput increases, if the slope of the curve is below a threshold between successive 

iterations, the sampling stops. Another stopping condition is: if the throughput decreases compared to the previous iteration 

before reaching that threshold.  

Assignment Problem: 

Consider an  matrix  with n rows and n columns, rows will be consider as grid let and columns will as jobs. 

Like,  
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There will be more than one job for each grid so assign problem occur. to solve this problem we are going for new 

mathematical model to solve this problem. Three condition occur 

1) Find out the minim value of each row and subtract least value with same row task value.  Make least value as zero.   

If process matrix diagonally comes as “0” then process stop and job will assign successfully and job assign 

successfully. 

 

 

 

 

 

 

 

  

2) Find out the minim value of each row and  Subtract least value with same row task value.  Make least value as zero.  if 

column wise matrix diagonally comes as “0” then , then Find out minim value of each column  and subtract least value 

with same row column value.  Make least value as zero.  Then if process matrix diagonally comes as “0” then process 

stop and job will assign successfully and job assign successfully. 

 

 

 

 

 

 

 

 

 

 

 

 

3) Find out the minim value of each row and subtract least value with same row task value.  Make least value as zero.  

If column wise matrix diagonally comes as “0” then, then Find out minim value of each column  and subtract least 

value with same row column value.  Make least value as zero.  Then if process matrix diagonally will comes as “0” 

then process stop and that job will be discard . 
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Experimental results: 

Performance Comparison  

 

 

 

 

 

 

 

 

 

 

 

Test Scenario Pre-Condition Test Case Expected Output Actual Output Result 
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Conclusion: 
This study describes the design and implementation of a network throughput prediction and optimization service for 

many-task computing in widely distributed environments. This involves the selection of prediction models,  the mathematical 

models. We have improved an existing prediction model by using three prediction points and adapting a full second order 

equation, or an equation where the order is determined dynamically. We have designed an exponentially increasing sampling 

strategy to get the data pairs prediction. We implement this new service in the Stork Data Scheduler, where the prediction 

points can be obtained using Iperf and GridFTP samplings. The experimental results justify our improved models as well as 

the algorithms applied to the implementation. When used within the Stork Data Scheduler, the optimization service decreases 

the total transfer time for a large number of data transfer jobs submitted to the scheduler significantly compared to the non 

optimized Stork transfers. 
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