
Ms. Shrutika S. Sawant, Prof. M. S. Kumbhar /International Journal Of Computational Engineering Research 

 / ISSN: 2250–3005 

 IJCER | Mar-Apr 2012 | Vol. 2 | Issue No.2 |320-324                                                                            Page 320 

 

 
 

PERFORMANCE OF WAVELET PACKET TRANSFORM BASED 

ENERGY DETECTOR FOR SPECTRUM SENSING 

Ms. Shrutika S. Sawant
1 

1
Master of Engg. Department of Electronics  

 Rajarambapu Institute of Technology, Sakharale, M.S., India 

Prof. M. S. Kumbhar
2 

2
Asso. Prof. Department of Electronics  

Rajarambapu Institute of Technology, Sakharale, M.S., India 

 
Abstract-  
Today wireless field is rapidly evolving. Due to the large number of standards, spectrum availability has become an important 

issue. In this context, an emerging technology, cognitive radio (CR) has been come out to solve this spectrum scarcity problem. 

The most important function of cognitive radio is spectrum sensing which requires more accuracy & low complexity. In this 

paper we analyze the performance of energy detector spectrum sensing algorithm based on wavelet packet transform (WPT) in 

cognitive radio. 
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I. Introduction 

The Cognitive Radio is an emerging technology, for the efficient use of the limited spectrum available [1]. The concept was first 

originated by Defense Advance Research Products Agency (DARPA) scientist, Dr. Joseph Mitola and the result of that concept is 

IEEE 802.22, which is a standard aimed at using cognitive radio for Wireless Regional Area Network (WRAN) using white 

spaces in the TV frequency spectrum while assuring that no harmful interference is caused to the incumbent operation, i.e., digital 

TV and analog TV broadcasting, and low power licensed devices [2]. As an intelligent spectrum sharing technology, CR has 

ability to opportunistically adapt behavior of secondary user (SU) to reuse or share the same spectrum allocated to primary user 

(PU), according to sensing environment, and learning about application requirements [3]. IEEE 802.22 is going on establishing 

the standard of CR technology. This standard is based on the scenario that unlicensed (or CR) users communicate using idle or 

unused licensed frequency bands without interfering with licensed users. 

 The most important function of CR is spectrum sensing i.e. obtaining awareness about the spectrum usage and existence 

of PUs in a geographical area. Many methods have been proposed to detect whether PU is on, such as energy detection (ED), 

matched filtering detection (MFD) and cyclostationary feature detection (CFD). Energy detection is the most common method of 

spectrum sensing due to its low computational and implementation complexity [4]. Matched filtering is known as the optimum 

method in additive white Gaussian noise (AWGN) channel, it needs to know the exact information of PU [5]. Cyclo-stationary 

detection (CSD) can detect the PU signal which has cyclostationary period feature. Cyclostationary period feature is embedded in 

the physical properties of a digital communications signal, which may be generated by modulation, and it is used in 

communication pattern identification [5] [6]. Spectrum sensing techniques based on the fast Fourier transform (FFT) are easy to 

implement to find energy level. This is applicable only for low frequency. It may be disadvantage of this technique. In this paper, 

we address the energy detection technique using wavelet packet transform under the background of uncertain AWGN. We 

analyze performance of an energy detection algorithm on the basis of wavelet packet transform and estimated noise power and 

signal power for spectrum sensing. 

 The remainder of this paper is organized as follows. Section II briefly describes the wavelet analysis and power 

measurement. Section III, the wavelet packet transform based energy detection algorithm is presented. It explains how to realize 

efficient energy detection under noise unknown. Section IV discusses the results of the simulations and, finally the conclusions 

are given in Section V. 

Ii. Wavelet Analysis And Power Measurements 
A. Discrete Wavelet Transform (DWT) 

DWT is designed from the multi-resolution analysis that decomposes the given signal space into a approximate space, V, 

and detail spaces, W, as shown in (1), 

Vj+1 = Wj ⊕ Vj = Wj ⊕ Wj−1 ⊕ Vj−1                                                                                                                                                   (1) 

Where Wj is the orthogonal complement of Vj in Vj+1 and ⊕ represents the orthogonal sum of two subspaces. Two 

space, Vj and Wj are constructed by orthonormal scaling functions, φj,k, and orthonormal wavelet functions, ψj,k, respectively. 

Scaling function, φj,k, and wavelet, ψj,k, are obtained as, 
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means inner product. Using these functions, DWT of a given signal, f, provides scaling coefficients 

and wavelet coefficients. The scaling coefficient at the jth level kth time is computed by, 
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The wavelet coefficient at the jth level and kth time is, 
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Fig. 1 and 2 show 2-level analysis part of the DWT and its frequency separation property. 

 
Fig.1. 2-level analysis part of DWT 

 
Fig.2. Frequency separation of 2-level    

 analysis part of DWT 

B. Wavelet Packet Transform (WPT) 

The difference between DWT and WPT just lies in the decomposition of detail space. WPT decomposes not only the 

approximation space but also the detail space. This means that it can separate frequency band uniformly. Fig. 3 and 4 represent 2-

level analysis part of the WPT and its frequency separation property. 

 
           Fig.3. 2-level analysis part of WPT            

 
Fig.4. Frequency separation of 2-level    

 analysis part of WPT 

C. Power Measurements Using Wavelets 

Power measurements using wavelets are explained in [7]. If a received signal, r(t) is periodic signal with period T, then, 

the power of this signal is computed by, 
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are scaling coefficients and wavelet coefficients respectively. Therefore, we can easily compute the 

power of the signal using orthonormal wavelet and scaling function properties. 
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It means that the power of each sub band can be calculated using the scaling and wavelet coefficients. 

III. Energy Detection Algorithm 
The model for energy detection based on wavelet packet transform is described in Fig.5 

 

 
Fig.5 Block diagram of Energy Detection Model based on WPT 

From the center frequency fc of band pass filter (BPF) removes the out of band signals & selects the bandwidth of 

interest W. After this signal is converted into digital & we get digital signal x(n) which is given by, 

x(n)= s(n)+ w(n)     n = 0,1,…., N −1.                                                                                                                           (8) 

Where, s(n) is the Primary User (PU) signal with zero mean and variance of 2

s
  & w(n) is Additive White Gaussian Noise 

(AWGN) with zero mean and variance of . 

If there is no transmission by PU, s(n) = 0. Then hypothesis can be tested as, 

H0:   x(n)=w(n,)       n=0,1,……..N-1;                                                                                                                                             (9) 

If there is transmission by PU, s(n) ≠ 0. Then hypothesis can be tested as, 

H1:  x(n)=s(n)+w(n,)   n=0,1,…..N-1;                                                                                                                                            (10) 

Digital signal x(n) will be processed separately by four step which described as follows. 

Step 1:  x(n) is sent to WPT to estimate current noise  power ( *2

w
 ) and signal power ( *2

s
 ). 

Step 2:  By calculating the energy of x(n) we get the test statistic (X),   
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The test statistic X is a random variable whose probability density function (PDF) is chi-square distributed. When N is 

sufficiently large, we can approximate the PDF using Gaussian distribution according to the central limitation theorem [8] 

0
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Referred to constant false alarm rate (CFAR) principle [9], we have probability of false alarm PF as follows, 
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Where 1
( ) ( )

2 2

a
Q a erfc , erfc(.) is the complementary error function, γ is the decision threshold, 
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Replace the exact noise variance in (16) with the estimated noise *2
w

  in step 1, we can get, 
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If X＞ γ*, we can make a decision that the channel is occupied by one PU or more. Otherwise, the channel is vacant, and 

SUs could make use of the channel at this moment. 

 

iv. Simulations and analysis 
In this section, we give some simulations of WPED algorithm proposed in this paper. Simulation uses the two stage wavelet 

packet decomposition with db5 as wavelet filter and chooses BPSK as PU signal. Experiments are performed under AWGN 

channel and SNR is changed from -10 dB to 0 dB. The results of two groups are given below. 

 

i) The sampling frequency is 1000Hz and the sample number N is 500. The probability of false alarm Pf is set to 0.01. Due to 

using the WPT to estimate noise power, the performance of proposed WPED with uncertain noise is almost as perfect as the ED 

with noise certain known, as shown in Fig.6. It means that the proposed WPED is robust to uncertain noise. Hence WPT is quite a 

robust method for CR applications when the noise is unknown. 

 

ii) The sampling frequency is 1000Hz and the sample number N is 500. The probability of false alarm Pf is set to 0.1, 0.01, and 

0.001 respectively. Higher the Pf is the performance of WPED method raises evidently with the increase of probability of false 

alarm. 

 

iii) Set the probability of false alarm Pf to be 0.01 and the sample number N to be 500,750, 1000 respectively. It is described in 

Fig.8. The simulation results show that the performance of WPED method rises evidently with the increase of sample number N. 

the larger the N is, the more information about the signal and noise we can get. 
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Fig.6. Comparison of performance of proposed WPED and ED 
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Fig.7. Performance of proposed WPED under different 

probabilities of false alarm. 
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Fig. 8 Performance of proposed WPED under different sample 

numbers 

 

 

 

 

 

 

 

 

 

 

 

 

V. Conclusion 
The main purpose of the paper was to study the performance of energy detection algorithm for spectrum sensing in cognitive 

radio by drawing the curves between SNR vs. probability of detection. Energy Detection spectrum sensing using Wavelet Packet 

Transform (WPED) method outperforms the traditional energy detection method when the noise was unknown which is the real 

scenario. The estimated noise power, signal power and decision threshold by Wavelet Packet Transform (WPT) method were in 

match with the values. 

Hence it is quite a robust method for spectrum sensing in Cognitive Radio when the noise is unknown. 
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