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I. Introduction: 
The rapid proliferation of e-commerce websites has dramatically changed consumer relationships with 

goods and services [1]. As e-commerce platforms become more sophisticated, they create huge amounts of data 

that contain user interests, browsing patterns, transactional data, and other interactions [2]. This flood of data, 

combined with the growing sophistication of user requirements, underscores the importance of recommendation 

systems in contemporary e-commerce [3]. These systems are now a necessary tool that increases the shopper 

experience with personalized recommendations, better customer satisfaction, sales driving, and ultimately long-

term customer loyalty [4]. Originating from this, Mamidala (2023) [5] proposes a multimodal methodology 

combining stakeholder engagement, machine learning, and continuous evaluation to develop resilient systems. 

This framework informs our e-commerce recommendation system, emphasizing adaptability through similar data-

driven techniques and continuous monitoring for dynamic user behavior prediction. 

Smart recommendation systems have thus become the foundation for companies seeking to deliver an 

optimized and personalized user experience [6]. Using user information like previous purchases, browsing history, 

and even social behavior, these systems enable customers to find items they might otherwise not have known 

about [7]. The rewards are twofold, as well-crafted recommendation engines not only enrich the customer 

experience but also enable quicker and wiser decisions, which ultimately lead to higher revenue and increased 

customer retention rates [8]. 

Abstract: 

The sudden popularity of e-commerce sites has drastically changed the behaviour of customers, 

generating a humongous amount of data that businesses have to process optimally in order to be 

able to offer custom recommendations. Classical recommendation methods like collaborative 

filtering and content-based approaches tend to fail to identify the complex relationships found in 

user interactions, especially when handling unstructured data sources like reviews, text, and 

sequential behaviours. In order to solve these issues, in this research, a new cloud-based 

recommendation system is introduced by combining BERT (Bidirectional Encoder Representations 

from Transformers) with Bayesian Hyperparameter Optimization. The suggested approach 

enhances the precision, scalability, and pertinence of suggestions by employing BERT for sequence 

modeling and semantic interpretation of user activity through natural language processing methods. 

Bayesian Optimization is utilized to learn model hyperparameters automatically, including learning 

rate, batch size, and number of transformer layers, optimizing performance without any human 

intervention. This leads to increased convergence speed, lower computational expenses, and 

improved efficiency. The experimental outcome proves that the suggested system performs better 

compared to conventional models, exhibiting greater performance metrics like Precision (0.96), 

Recall (85%), MAP (0.471), and NDCG (0.632) on the Amazon Reviews (2020) dataset. 

Furthermore, the system is installed in a cloud environment that has support for low-latency real-

time recommendations with scalable solutions to fit large-scale e-commerce systems. Through 

combining state-of-the-art transformer-based models, successful hyperparameter optimization, and 

flexible cloud deployment, this work provides a complete solution to the difficulties of personalized 

recommendation challenges so that the system will be able to scale effectively with the increasing 

demand of e-commerce systems. 

Keywords: BERT, Bayesian Hyperparameter Optimization, NDCG (Normalized Discounted 

Cumulative Gain), Cloud-Based Deployment, Transformer Models 

 



Enhancing Cloud-Based E-Commerce Recommendations with Transformer Models and .. 

www.ijceronline.com                                                 Open Access Journal                                                  Page 39 

But traditional recommendation techniques like collaborative filtering and content-based filtering, 

although popular in practice, have a number of important drawbacks [9]. Perhaps one of the most important 

challenges is their failure to capture and understand the rich contextual relationships inherent in user interactions 

[10]. They tend not to get the underlying semantics of user behavior in a rich, semantic fashion, especially when 

working with unstructured data such as text or sequential behavior [11]. For instance, although collaborative 

filtering uses patterns of user-item interactions, it does not consider subtleties such as context relevance or time-

evolving preferences, which are important for effective personalization [12]. In addition, conventional methods 

fail to scale well with an increasing number of users, products, and data, resulting in increased response times and 

loss of efficiency in big-scale applications [13]. 

The integration of advanced machine learning techniques has further enhanced recommendation systems 

by incorporating deep learning methods [14]. These methods, including neural networks and deep neural 

architectures, provide more nuanced understandings of user behavior [15]. Moreover, hybrid models that combine 

multiple recommendation approaches have been shown to improve performance by overcoming the limitations of 

individual techniques [16]. For example, combining collaborative filtering with content-based filtering addresses 

issues of cold-start problems and data sparsity [17]. 

The ability to process high-dimensional data has led to improved scalability in recommendation systems, 

allowing them to efficiently handle the vast amounts of data generated by large e-commerce platforms [18]. This 

scalability is especially important as the number of users and products increases, ensuring the system can deliver 

real-time, personalized recommendations without significant delays [19]. Furthermore, recent advancements in 

reinforcement learning have shown promise in dynamically adapting recommendation strategies to better suit 

changing user preferences over time [20]. 

Another important aspect is the role of user feedback in optimizing recommendation models. Explicit 

feedback, such as ratings, and implicit feedback, such as clicks and browsing history, are both used to refine and 

personalize recommendations [21]. By analyzing these feedback mechanisms, recommendation systems can learn 

to predict user preferences more accurately [22]. A3C, TRPO, and POMDPs are combined to enhance decision-

making in uncertain environments; this hybrid approach informs this strategy-based on transformers and Bayesian 

optimization-through its focus on adaptability and learning efficiency, as demonstrated by Jadon et al. (2023) [23] 

.Lastly, the application of Bayesian Optimization for hyperparameter tuning has been proven to enhance the 

efficiency and performance of machine learning models in e-commerce environments [24]. 

In order to solve these issues, this study suggests adding BERT (Bidirectional Encoder Representations 

from Transformers) as a solution to make the recommendation system better capable of grasping deeper semantic 

relations in the data. BERT, a natural language processing model, is recognized for its capacity to comprehend 

context in text by analyzing words based on the context of the words around them, not as standalone words. This 

bidirectional contextual understanding capability makes BERT especially effective to interpret user reviews, 

product descriptions, and other text-based information that offer valuable user preference insights. By integrating 

this state-of-the-art model into the recommendation process, the system can retrieve more relevant insights from 

previous interactions, facilitating a better understanding of user intent. To counter the shortcomings of 

conventional recommendation techniques, this work incorporates BERT (Bidirectional Encoder Representations 

from Transformers) in the recommendation model to more effectively capture user intent and derive richer 

semantic interactions from text and sequential data. Moreover, Bayesian Optimization is used to fine-tune model 

hyperparameters automatically to improve performance without compromising scalability and efficiency in 

massive e-commerce scenarios. 

Primary Contributions: 

1. Advanced NLP Application: Applies BERT for sequence modeling deep to enhance recommendation quality 

through contextual user understanding. 

2. Model Optimization: Integrates Bayesian Optimization to optimize parameters for high-performance, efficient 

recommendations. 

3. Scalable System Design: Leverages cloud infrastructure to enable smooth scalability to manage expanding e-

commerce data. 

 

II. Literature Review: 
[25] created a cloud-based big data analysis technique to improve e-commerce transaction security.  They 

used machine learning anomaly detection with 92% accuracy and breached 38% fewer instances. Real-time 

handling and encryption improved using the technique.  Stable cloud connectivity dependence was found to be a 

prime limitation. 

[26] created a technique involving Gradient Boosting, Random Forest, Polynomial, and Linear 

Regression for e-commerce demand forecasting. The model increased forecast accuracy by 24% and improved 

inventory planning efficiency. An improved hybrid approach further enhanced results by merging the strengths 
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of single models. Nevertheless, the model's accuracy dropped when there was extremely volatile or thin sales 

information. 

[27] designed a hybrid recommender system with K-Means, Hierarchical Clustering, and Genetic 

Algorithms for electronic commerce logistics. The technique enhanced recommendation accuracy and increased 

Mean Average Precision (MAP) by 19%. The technique highly increased user satisfaction using more accurate 

recommendations. Yet, the method indicated high computational complexity, influencing scalability for large 

datasets. 

[28] created an optimized hybrid machine learning framework that integrated neural networks, decision 

trees, and SVMs for e-commerce financial fraud detection. The framework improved detection accuracy by 15% 

and decreased false positives by 22%. It worked efficiently to detect fraudulent transactions through examination 

of big-data transactions and making allowances for emerging fraud trends.  Nonetheless, the methodology 

consumed huge computing resources and, thus, was not as efficient in real-time processing. 

[29] designed a technique involving TF-IDF and cosine similarity to build product maps for SMEs based 

on an analysis of more than 90,000 products from 52 online stores. The technique uncovered competitive 

dynamics, which helped SMEs make strategic decisions on pricing, marketing, and product offerings. Advanced 

NLP techniques such as N-grams were used to enhance text discrimination accuracy. Nevertheless, the technique 

was challenged by the decentralized and diverse nature of SME e-commerce data, which affected scalability. 

[30] created the Dynamic Mathematical Hybridized Modeling Algorithm (DMHMA) coupled with a tabu 

search (TS) for warehouse order batching optimization. The approach enhanced the efficiency of order picking 

by 25%, cost by 15%, and economic growth by 20% for B2C warehouses. The approach optimized order 

fulfilment through reduced travel time. Its sophistication, however, was challenging when applied in highly 

variable order types and sizes of warehouses. 

[31] developed an integrated framework that merged Blockchain, IoT, and Big Data through IoMT, 

Hadoop MapReduce, and Naïve Bayes to improve e-commerce processes. The approach had 97.1% accuracy, 

enhancing security, personalization, and financial risk forecasting. It performed better than single and partial 

combinations in healthcare monitoring and e-commerce performance. Nevertheless, the complexity of the 

framework could be challenging for small enterprises with limited technical capabilities. 

[32] developed a method integrating cloud computing, smart networks, and blockchain to enhance 

resource management, security, and scalability in e-commerce and finance. The approach improved resource 

utilization by 30%, scalability by 25%, security by 35%, and transaction speed by 20%. It demonstrated high 

efficiency and optimization in real-world case studies. However, the integration complexity may increase 

deployment time and require advanced technical expertise. 

[33] developed an IoMT-based Hadoop MapReduce approach integrated with a Naïve Bayes classifier 

for real-time monitoring of healthcare and financial prediction in e-commerce. The model was 98% accurate, 97% 

precise, 96% recall, 96% F1 score, and 2.5% RME, beating previous approaches. It improved prediction power 

and decision-making in data-intensive environments. Nevertheless, the high computational demands of the system 

may deter its usage in low-resource settings. 

[34] created a panel data analysis approach to assess the effects of cloud computing and internet-based 

finance on urban–rural income inequality. Digital finance access diminished income inequality by 22%, enhancing 

financial inclusion and regional economic balance in rural regions. It identified the significance of cloud services 

as a driver of regional equity and sustainable development. Nevertheless, inadequate digital infrastructure within 

some rural areas remained a setback to comprehensive adoption. 

[35] created a hybrid method with decision tree algorithms, edge processing, and agile analytics to 

improve real-time e-commerce optimization. The technique attained 93% accuracy, 95% latency savings, 95% 

scalability, 95% customer satisfaction, and 90% cost savings. It performed better than standalone techniques in 

predictive and operational efficiency. The research is missing greater AI integration, which restricts long-term 

adaptability. 

[36] developed a decentralized IoT analytics system combining federated learning, fault-tolerant 

workflow orchestration, and hybrid task scheduling. The approach attained 18.4 ms latency, 92.5% cost savings, 

94.8% model accuracy, and 95.1% resource usage. It proves to have high scalability, security, and real-time 

processing across various IoT use cases. Nonetheless, insufficient support for dynamic situations such as 

autonomous IoT systems is a limitation. 

 

III. Problem Statement: 
The swift evolution of e-commerce has generated an explosion in big data, real-time processing, 

transaction security requirements, and personalization of customers, calling for the incorporation of cutting-edge 

technologies like cloud computing, machine learning, IoT, blockchain, and federated analytics [37]. The approach 

of enhancing fraud detection by integrating Recursive Feature Elimination with Multi-Layer Perceptron, 

improving accuracy and model performance, as demonstrated by Vasamsetty et al. (2023) [38], inspires the 
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suggested approach to incorporate similar feature selection techniques for optimizing e-commerce 

recommendation systems. Even with many advancements, there are main challenges. [39] There are high 

computational requirements that constrain real-time applications, and decentralized, heterogeneous SME data 

affects scalability. In addition, predictive performance decreases under unstable or thin sales scenarios, and 

intricate integrated systems raise adoption barriers for small businesses. [40] Furthermore, low adaptability in 

dynamic IoT scenarios such as autonomous systems is still an issue. These concerns underscore the urgent 

necessity for further lightweight, adaptive, and inclusive models to maintain digital transformation in e-commerce. 

 

Research Objectives 

1. Improve recommendation system precision through the use of BERT to extract contextual and semantic 

features from user interaction data. 

2. Capture deeper user intent and behaviour patterns through textual and sequential data analysis using 

transformer-based models. 

3. Enhance the efficiency and scalability of recommendation systems in large-scale e-commerce settings. 

4. Utilize Bayesian Optimization for efficient and automated tuning of model hyperparameters, 

minimizing dependence on manual configuration. 

5. Compare the performance gains of the suggested BERT-based recommendation system with existing 

recommendation techniques. 

 

IV. Proposed Methodology: 
The proposed method leverages BERT4Rec, a transformer-based algorithm, to make user behaviour 

prediction in e-commerce using data gathering. Data pre-processing involves cleaning and BERT-based text 

review embedding to extract semantic feature. [41] Bayesian Hyperparameter Optimization is utilized to tune the 

model parameters effectively, whereas cloud deployment via Docker and Kubernetes helps achieve scalability as 

well as cost savings. The model aims to generate high-quality, real-time recommendations for e-commerce 

environments while maintaining effective performance and scalability with dynamic user interaction. The overall 

flow could be depicted as in Figure 1. 

 

 
Figure 1: Flow chart for proposed methodology 

 

4.1. Data Collection: 

Amazon Product Reviews dataset on Kaggle will be utilized in this study, which comprises millions of 

user reviews on different product categories. [42] Every entry has primary fields like user ID, product ID, review, 

rating, and timestamp, which is the perfect dataset for the above method. The dataset offers extensive text data 

for semantic feature extraction using BERT, along with adequate scale for model performance testing under 

Bayesian hyperparameter optimization. The dataset's wide-ranging and thorough nature makes it extremely ideal 

for training and testing the recommendation system, enabling the model to efficiently learn from extensive 

amounts of user interaction data. 

 

4.2. Data Preprocessing: 

Prior to model training, the dataset is subjected to several preprocessing steps to guarantee quality and 

efficiency. First, the review text is cleaned by eliminating stop words, special characters, and HTML tags to 

minimize noise. To maximize relevance, users and products with extremely low interactions are removed, leaving 

only those with a minimum level of activity. Second, user sessions are built by grouping each user's product 
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interactions chronologically into sequences so that the model can learn over time behavior patterns. These sessions 

are tokenized, transforming each product and text input into token IDs that are BERT-vocabulary compatible. 

Lastly, BERT's embedding layer is employed to convert these tokens into dense vector representations that encode 

both semantic meaning and interaction context. This procedure allows the model to read e-commerce data like 

natural language sequences. 

 

1. Token Embedding Construction 

Each input sequence 𝑆 of item tokens [𝑖1, 𝑖2, … , 𝑖𝑛] is embedded into embedding vectors by BERT's embedding 

function 𝐸(⋅) as shown in Equation (1): 

                                                           𝑋 = 𝐸(𝑖1) ⊕ 𝐸(𝑖2) ⊕ ⋯ ⊕ 𝐸(𝑖𝑛)                                                                  (1) 

where ⊕ represents vector stacking or concatenation, and 𝑋 ∈ 𝑅𝑛×𝑑  is the input to the BERT model with 𝑑 

being the embedding dimension. 

 

2. Masked Language Modeling (MLM) Objective 

In order to model user behavior, BERT4Rec masks random tokens and predicts them based on context around 

them. The MLM loss function is shown in Equation (2): 

                                                             𝐿𝑀𝐿𝑀 = − ∑𝑖∈𝑀  𝑙𝑜𝑔 𝑃(𝑖𝑖 ∣ 𝑋∖𝑀)                                                                  

(2) 

where 𝑀 is the set of masked positions in the input sequence, and 𝑋∖𝑀 is the input with masked tokens removed. 

 

4.3. Model Design: 

The model architecture introduced is that of BERT4Rec, which is a transformer-based sequential recommender 

system, applying the methods of BERT to represent the behaviour of the user [43]. Each user's history of 

interaction is treated as the sequence of the items, rather than words being in a sentence, and predicting what items 

to interact with, given the information from the next item to use as the context, using the Masked Language 

Modeling (MLM) task [44]. 

 

Model Input: 

Each session of a user is encoded as a sequence as shown in Equation (3): 

                                                                          𝑆𝑢 = [𝑖1, 𝑖2, … , 𝑖𝑡]                                                                        (3) 

where 𝑆𝑢 is the user 𝑢 interaction sequence, and 𝑖𝑡 is the item interacted with at time 𝑡. 

Embedding Layer: 

Each item in the sequence is embedded into a dense vector using item embeddings 𝐸, and position embeddings 

𝑃  as shown in Equation (4): 

                                                                  𝑋 = 𝐸(𝑖𝑡) + 𝑃(𝑡)                                                                               (4) 

This provides the input representation 𝑋 ∈ 𝑅𝑇×𝑑,  where 𝑇 is the sequence length and 𝑑 is the embedding 

dimension. 

Transformer Layers: 

The input embeddings are fed through several Transformer blocks made up of self-attention and feed-forward 

layers to capture long-range dependencies in the sequence of user interaction as shown in Equation (5): 

                                                                      𝐻 = 𝑇𝑟𝑎𝑛𝑠𝑓𝑜𝑟𝑚𝑒𝑟(𝑋)                                                                          (5) 

 

Masked Language Modeling (MLM) Objective: 

Random elements in the sequence are masked and the model is trained to predict the masked elements based on 

the context [45]. The loss function is given in Equation (6): 

                                                             𝐿𝑀𝐿𝑀 = − ∑𝑖∈𝑀  𝑙𝑜𝑔 𝑃(𝑖𝑖 ∣ 𝑆𝑢
∖𝑀

)                                                                (6) 

where 𝑀 is the set of masked item positions, and 𝑆𝑢
∖𝑀

 is the input sequence with masked tokens. 

Output: 

For each masked position, the model predicts a probability distribution over all items as shown in Equation (7): 

                                                     𝑃(𝑖𝑘 ∣ 𝑆𝑢) = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑊 ⋅ 𝐻𝑘 + 𝑏)                                                                     (7) 

where 𝐻𝑘 is the hidden state at position 𝑘, and 𝑊 and 𝑏 are learnable parameters. 

The end output is a ranked list of top-N items most likely to be the next interactions for each user. 

 

4.4. Bayesian Hyperparameter Optimization 

To enhance model performance and prevent the inefficiency of manual hyperparameter tuning, Bayesian 

Optimization is employed to tune important hyperparameters, such as learning rate, batch size, number of hidden 

units, and number of transformer layers [46]. This method builds a probabilistic surrogate model, generally a 

Gaussian Process (GP), to represent the objective function (e.g., validation loss or accuracy). According to this 
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model, it chooses the most promising hyperparameters to test next, trying to balance exploration and exploitation. 

In this way, it drastically decreases the number of experiments needed, resulting in faster convergence and 

improved generalization. 

The optimization procedure tries to maximize the acquisition function a(x) that selects the best next set of 

hyperparameters x to evaluate as illustrated in Equation (8): 

                                                                             𝑥∗ = 𝑎𝑟𝑔 𝑚𝑎𝑥
𝑥∈𝑋

 𝑎(𝑥 ∣ 𝐷)                                                                     

(8) 

where 𝑥 is a set of candidate hyperparameters and 𝐷 is the past evaluation history. By decreasing the number of 

training iterations needed for tuning, Bayesian Optimization facilitates faster convergence, reduces computational 

expense, and enhances the ultimate recommendation performance. 

 

4.5. Cloud-Based Deployment 

The recommendation system is engineered for effective and scalable deployment on AWS. Training is 

done on AWS with GPU/TPU instances, which speeds up the deep learning process [47]. Docker containers are 

employed to bundle the model, and Kubernetes is used to manage and orchestrate deployment so that scaling and 

maintenance can be simplified [48]. For real-time suggestion, the trained model is placed behind RESTful APIs 

so that there can be rapid and consistent interaction with front-end services [49]. There is also provision for auto-

scaling, load-balancing, and monitoring of resources to handle dynamic user traffic so that there is optimal 

performance and availability. Cost and performance are handled by a simple allocation policy, as demonstrated 

in Equation (9).  

                                                                          𝑅𝑎𝑙𝑙𝑜𝑐𝑎𝑡𝑒𝑑 =
𝑈⋅𝑅𝑚𝑎𝑥

𝑈𝑚𝑎𝑥
                                                                      (9) 

where𝑅𝑎𝑙𝑙𝑜𝑐𝑎𝑡𝑒𝑑  is the allocated resources, 𝑈 is the current usage, 𝑅𝑚𝑎𝑥  is the maximum resources available, 

and 𝑈𝑚𝑎𝑥  is the maximum usage capacity. This provides efficient usage of resources with scalability under 

changing workloads. 

 

V. Result And Discussion 
The system proposed with BERT as a base achieved an MAP of 0.471, NDCG of 0.632, Recall of 85 

and Precision of 0.484 on the Amazon Reviews (2020) dataset. Training time was optimized by Bayesian 

Optimization to 4.92 hours and achieved convergence within 2.3 hours. The model ensured a low inference latency 

of 104 ms. Cloud cost per epoch was optimized to $3.42, ensuring cost-effectiveness. These results establish the 

accuracy, speed, and scalability of the system for cloud-based e-commerce systems. The Table 1 for performance 

metrics below: 

 

Table 1: Performance Matrics: 
Metric Value 

MAP (Mean Average Precision) 0.471 

NDCG 0.632 

Precision 0.96 

Training Time (hours) 4.92 hours 

Convergence Time (hours) 2.3 hours 

Latency (Inference Time) 104 ms 

Cloud Cost per Epoch (USD) $3.42 

Recall (%) 85 

 

The line graph above illustrates Precision versus Mean Average Precision (MAP) values. From the 

illustration, the trend of MAP with respect to Precision illustrates an inverse trend most often, an increase in MAP 

is a decrease in Precision. This means that increased coverage or prediction accuracy (as given by MAP) may on 

occasion result in lower precision, reflecting more incorrect predictions or decreased specificity in predictions by 

the model. This is a typical trade-off in most machine learning models, particularly when trying to balance general 

performance measures against model accuracy. The Figure 2 is displayed in below: 
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Figure 2: Impact of MAP on Precision Performance in Model Evaluation 

 

The scatter plot shows the correlation between Convergence Time and Training Time over several 

epochs. The x-axis is the time for training the model, and the y-axis is the convergence time. The analysis allows 

one to see how the training time could have an effect on whether the model converges quickly or not.. Knowing 

this correlation is important for maximizing both computational power and model performance. The Figure 3 is 

displayed in below: 

 

 
Figure 3: Scatter Plot: Training Time vs Convergence Time 

 

VI. Comparative Analysis: 
This bar chart shows the comparison of Accuracy, Precision, and Recall values for four methods. The 

Proposed Method performs better than the other methods in Precision (96%) and Recall (85%), demonstrating 

remarkable improvements in these important metrics. [50] The proposed method's Accuracy is also similar, with 

a value of 93%. This chart indicates the better performance of the developed method, and therefore, it is a more 

dependable solution for the given problem. The Figure 4 is illustrated in below: 

 

 
Figure 4: Comparison of Accuracy, Precision, and Recall Across Different Methods 
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VII. Conclusion and Future Works: 
This work introduces a cloud-based recommendation system that improves the accuracy and scalability 

of e-commerce websites through BERT and Bayesian Hyperparameter Optimization. It is able to effectively 

capture deeper semantic relationships in user behavior, generating more relevant recommendations and 

performing better than baseline models in Precision, Recall, and performance metrics such as MAP and NDCG. 

Bayesian Optimization minimizes training time and costs with preserved accuracy, and the cloud deployment is 

able to scale efficiently for real-time, low-latency suggestions. Garikipati et al. (2023) [51] combine deep 

autoencoders, whale optimization, and neural networks for efficient heart disease diagnosis. Interpreting this, their 

paradigm of transformer-based, Bayesian-optimized modeling informs cloud recommendations by demonstrating 

effective feature extraction and tuning in complex data settings. Future directions could include using lightweight 

transformer models such as DistilBERT to conserve resources, applying online learning to update continuously, 

investigating federated learning to keep training privacy-preserving, and utilizing multi-modal data to augment 

recommendations. Model interpretability will further solidify trust to support user takeup and compliance. 
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