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I. Introduction 
Currently, there are limitations with existing vision- language pre-training methods that hinder their 

effec- tiveness for certain downstream tasks. These limitations are related to the model architecture and the data used 

for pre-training. Most methods use either an encoder-based or an encoder-decoder model, but these have their 

own drawbacks for different tasks. Additionally, most meth- ods pre-train on image-text pairs collected from the 

web, which can be noisy and suboptimal for vision-language learning. 

To address these limitations, a new vision-language pre-training framework called BLIP 

(Bootstrapping Language-Image Pre-training) has been proposed. BLIP introduces a new model architecture called 

Multimodal Mixture of Encoder-Decoder (MED), which can operate as an encoder or decoder for text or images, 

allowing for effective multi-task pre-training and flexible transfer learning. BLIP also introduces a new data 

bootstrapping method called Captioning and Filtering (CapFilt), which finetunes a pre-trained MED into two 

modules: a cap- tioner to produce synthetic captions for web images, and a filter to remove noisy captions from 

both the original web texts and the synthetic texts. 

ABSTRACT 

Because stories are varied and extremely individualised, there is a wide range of potential tale outputs. 

Because they are restricted to the vocab- ulary and knowledge in a single training dataset, existing 

end-to-end techniques result in repetitive stories.Vision-Language Pre-training (VLP) has ad- 

vanced the performance for many vision-language tasks. However, most existing pre-trained models 

only excel in either understanding-based tasks or generation-based tasks. Furthermore, 

performance improvement has been largely achieved by scaling up the dataset with noisy image-text 

pairs collected from the web, which is a suboptimal source of supervi- sion. In this paper, we propose 

BLIP, a new VLP framework which transfers flexibly to both vision- language understanding and 

generation tasks. BLIP effectively utilizes the noisy web data by bootstrap- ping the captions, where 

a captioner generates syn- thetic captions and a filter removes the noisy ones. We achieve state-of-

the-art results on a wide range of vision-language tasks, such as image-text retrieval , image 

captioning , and VQA. 
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Experiments and analysis show that the captioner and filter work together to achieve substantial 

performance improvements on various downstream tasks by boot- strapping the captions, and that more diverse 

captions yield larger gains. BLIP achieves state-of-the-art per- formance on a wide range of vision-language 

tasks, in- cluding image-text retrieval, image captioning, visual question answering, visual reasoning, and visual 

dialog. It also achieves state-of-the-art zero-shot performance when directly transferring models to two video-

language tasks: text-to-video retrieval and videoQA. 

 

II. Problem Formulation 
Investigate how text and video versions of four differ- ent stories affect people’s interest and affect, 

emotional engagement, memory of information, ability to sum- marise main points, and judgements. Visual 

storytelling can facilitate organisational learning, increase informa- tion generation and collaborative engagement 

and track the development trajectory in cognitively demanding re- search disciplines. Their findings demonstrate 

that the aural and visual elements of stories conveyed through video interact to increase interest, affect, and 

emotional engagement as well as the ability to summarise the main points, make judgements about the quality of 

the story, and form opinions about the subject matter. Im- ages are processed, interpreted, and synthesised by the 

human brain, which occupies a sizable section of the brain.According to research in cognitive science, indi- 

viduals still learn, retain, and comprehend information better when it is presented in a multimedia manner (i.e., 

aural and three visual) as opposed to a purely prose format, independent of numerous context-based consid- 

erations. Information presented in modules or chunks and in a multimedia manner also encourages deep pro- 

cessing. We therefore argue for the use of visual story- telling as a complement to the conventional text-based 

academic article in the information systems (IS) disci- pline, building on the cognitive load theory (CLT), the 

cognitive theory of multimedia learning (CTML), and the research on deep processing. We contend that, com- 

pared to standard text-based articles, multisensory video storytelling would encourage deeper cognitive process- ing, 

which would enhance study understanding, dissem- ination, acceptability, citation, and influence. 

 

III. Review of Literature 
The paper [2] explores the advantages of using convolu- tional networks for machine translation and 

conditional image generation. The success of these networks has inspired the development of a convolutional 

image cap- tioning technique [8, 18, 19], which is demonstrated to be effective on the challenging MSCOCO 

dataset. The technique achieves performance on par with the tradi- tional LSTM baseline, but has a faster 

training time per number of parameters. The paper also presents a detailed analysis, highlighting the benefits of using 

convolutional language generation approaches. Building on this suc- cess, the paper presents a convolutional 

image caption- ing technique, which achieves comparable performance to the traditional LSTM baseline while 

having a faster training time per number of parameters. The paper also provides a detailed analysis of the benefits 

of using con- volutional language generation approaches, highlighting their ability to capture local structure and 

patterns in the text. Overall, the use of convolutional networks for ma- chine translation and conditional image 

generation has shown great promise, and this paper adds to the growing body of research demonstrating their 

efficacy in these areas. 

In The next paper [15], a new approach for gener- ating image captions that uses CLIP encoding and a 

fine-tuned language model (GPT2) in combination with a simple mapping network is proposed. The use of CLIP 

encoding provides rich semantic features that have been trained with textual context, making them highly suit- 

able for the task of vision-language perception. By com- bining the CLIP model with GPT2, the proposed ap- 

proach is able to achieve a broad understanding of both visual and textual data, allowing it to generate mean- 

ingful captions for large-scale and diverse datasets with relatively quick training and no additional annotations or 

pre-training.[1, 3, 6, 13, 16, 17] One of the notable features of the proposed approach is its ability to gener- ate 

captions that are comparable to those generated by state-of-the-art methods, even when only the mapping 

network is trained, while the CLIP and language mod- els remain frozen. This leads to a lighter architecture with 

fewer trainable parameters, which can help to re- duce the computational cost of training the model. The 

approach is evaluated on challenging datasets like Con- ceptual Captions and nocaps, where it performs well 

while being simpler, faster, and lighter than competing methods. The results demonstrate the effectiveness of the 

proposed approach in generating meaningful image captions without the need for additional pre-training or 

annotations. Overall, the paper provides a novel and ef- fective approach to image captioning that leverages the 

strengths of CLIP encoding and GPT2 language model to achieve high-quality results on challenging datasets. 

The proposed approach has the potential to advance the state-of-the-art in image captioning, and could be valu- 

able in a range of applications, including computer vision and natural language processing. 

In this work [9], the paper presents a novel attention mechanism called ”Attention on Attention” (AoA) 

that extends the conventional attention mechanisms in neu- ral networks. The authors propose a new module that 

determines the relevance between attention results and queries, which helps the network to better focus on the 

most important features in the input data. The proposed AoA mechanism generates an ”information vector” and an 
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”attention gate” using the attention result and the current context. The information vector contains the 

information about the attended features, while the at- tention gate acts as a filter to control the information flow. 

The authors then apply element-wise multiplica- tion to the information vector and attention gate, which 

produces the ”attended information” - the expected use- ful knowledge. The authors apply the proposed AoA 

mechanism to both the encoder and decoder of their im- age captioning model, which they name AoANet. The 

experimental results show that AoANet outperforms all previously published methods on the challenging MS 

COCO dataset, achieving a new state-of-the-art perfor- mance of 129.8 CIDEr-D score on the ”Karpathy” offline 

test split and 129.6 CIDEr-D (C40) score on the official online testing server. Overall, the proposed Attention on 

Attention mechanism is a valuable contribution to the field of attention-based neural networks. The authors 

show that the mechanism can improve the performance of image captioning models, and achieve state-of-the-art 

results on challenging datasets. The results demonstrate the effectiveness of the proposed method in attending to 

important features and generating more accurate and meaningful image captions. [4, 7, 10, 14, 21] 

In the last paper [20], the authors introduce a new net- work architecture called the Transformer, which is 

based on attention mechanisms alone and does not use recur- rence or convolutions. The Transformer is more 

par- allelizable and requires significantly less time to train, while still achieving superior quality in machine 

trans- lation tasks. The authors demonstrate the effectiveness of the Transformer by achieving state-of-the-art 

results on the WMT 2014 English-to-German and English-to- French translation tasks. The model establishes a 

new single-model state-of-the-art BLEU score of 41.8 on the latter task after training for only 3.5 days on eight 

GPUs, which is significantly less training time than the best models from the literature. The authors also show 

that the Transformer generalizes well to other tasks, such as English constituency parsing, both with large and 

limited training data. 

 

IV. Methodology 
In this paper we used the BLIP model proposed by [12] The BLIP model is a neural network designed for 

image captioning that learns a joint representation of images and text using the Transformer architecture. The 

model leverages the Vision Transformer (ViT)[5, 20], a neural network that processes images as a sequence of 

patches and passes them through a series of Transformer lay- ers to learn spatial relationships between the 

patches. In addition to the ViT, the BLIP model includes a lan- guage model based on the Transformer architecture. 

The language model takes as input both the image features extracted by the ViT and a partial caption and 

generates the next word in the caption until the entire caption is generated. The BLIP model is pre-trained on a 

large dataset of image-caption pairs using various tasks such as image-text matching, masked language modeling, 

and caption generation. This pre-training allows the model to learn a robust joint representation of images and 

text, which is then fine-tuned on a specific image caption- ing task using a smaller dataset of image-caption 

pairs. Overall, the BLIMP model combines the strengths of computer vision and natural language processing to 

gen-erate accurate and descriptive captions for a wide range of images. Its pre-training and fine-tuning approach 

al- low for efficient learning and adaptation to specific tasks, making it a powerful tool for image captioning. 

 

 
Figure 1: ViT Architecture 

 

 
Figure 2: BLIP Architecture 
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Figure2. Pre-training model architecture and objec- tives of BLIP (same parameters have the same 

color). We propose multimodal mixture of encoder-decoder, a unified vision-language model which can operate 

in one of the three functionalities: (1) Unimodal encoder is trained with an image-text contrastive (ITC) loss to align 

the vision and language representations. (2) Image- grounded text encoder uses additional cross-attention layers 

to model vision-language interactions, and is trained with a image-text matching (ITM) loss to distin- guish 

between positive and negative image-text pairs. (3) Image-grounded text decoder replaces the bi-directional self-

attention layers with causal self-attention layers, and shares the same cross-attention layers and feed forward 

networks as the encoder. The decoder is trained with a language modeling (LM) loss to generate captions given 

images. 

 

V. Implementation Details 
The multimodal mixture of encoder-decoder (MED) is a proposed multi-task model designed for pre-training a 

unified model with both understanding and generation capabilities. The MED model can operate in one of three 

functionalities. 

1. Unimodal Encoder: The first functionality is the unimodal encoder, which separately encodes image and 

text inputs using a BERT text encoder with a [CLS] token appended to the beginning of the text input to 

summarize the sentence. 

2. Image-Grounded Text Encoder: The second func- tionality is the image-grounded text encoder, which 

injects visual information by inserting an addi- tional cross-attention (CA) layer between the self- attention (SA) 

layer and the feed forward network (FFN) for each transformer block of the text en- coder. A task-specific 

[Encode] token is appended to the text input, and the output embedding of [En- code] is used as the multimodal 

representation of the image-text pair 

3. Image-Grounded Text Decoder: The third func- tionality is the image-grounded text decoder, which 

replaces the bi-directional self-attention layers in the image-grounded text encoder with causal self- attention 

layers. A [Decode] token is used to sig- nal the beginning of a sequence, and an end-of- sequence token is used 

to signal its end. 

Overall, the MED model provides a flexible approach for pre-training a multi-task model with various func- 

tionalities for encoding and decoding multimodal inputs. 

 

During pre-training, the multimodal mixture of encoder-decoder (MED) model jointly optimizes three 

objectives, consisting of two understanding-based objec- tives and one generation-based objective. Each image- 

text pair only requires one forward pass through the computationally heavier visual transformer, and three 

forward passes through the text transformer, where dif- ferent functionalities are activated to compute the three 

losses. 

1. Image-Text Contrastive Loss (ITC): The Image-Text Contrastive Loss (ITC) is activated using the uni- 

modal encoder. Its goal is to align the feature space of the visual transformer and the text transformer by encouraging 

positive image-text pairs to have simi- lar representations in contrast to the negative pairs. The ITC loss has been 

shown to be an effective objective for improving vision and language under- standing in previous studies (Radford 

et al., 2021; Li et al., 2021a). The model follows the ITC loss proposed by Li et al. (2021a), which introduces a 

momentum encoder to produce features and creates soft labels from the momentum encoder as training targets to 

account for the potential positives in the negative pairs. 

2. Image-Text Matching Loss (ITM): During pre- training, the BLIMP model optimizes three objec- 

tives: Image-Text Contrastive Loss (ITC), Image- Text Matching Loss (ITM), and Language Model- ing Loss 

(LM). Each objective requires a forward pass through different functionalities of the model. The ITC objective 

uses the unimodal encoder to align the feature space of the visual transformer and text transformer by encouraging 

positive image- text pairs to have similar representations. The ITM objective uses the image-grounded text 

encoder to learn a multimodal representation that captures the alignment between vision and language, where the 

model predicts whether an image-text pair is posi- tive or negative using an ITM head. The LM objec- tive uses the 

image-grounded text decoder to gen- erate textual descriptions given an image. 

3. Language Modeling Loss (LM): To perform effi- cient pre-training while leveraging multi-task learn- ing, 

the text encoder and text decoder share all pa- rameters except for the self-attention (SA) layers because the SA 

layers capture the differences be- tween the encoding and decoding tasks. The en- coder employs bi-directional 

self-attention to build representations for the current input tokens, while the decoder employs causal self-attention 

to pre- dict next tokens. Sharing the embedding layers, cross-attention (CA) layers, and feed-forward net- work 

(FFN) can improve training efficiency while benefiting from multi-task learning. 
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VI. Results 

6.1 A. Evaluation Metrics 

1. BLEU - BLEU is an algorithm for evaluating the quality of text which has been machine-translated 

from one natural language to another. Quality is considered to be the correspondence between a ma- chine’s output 

and that of a human: ”the closer a machine translation is to a professional human translation, the better it is”. 

This is the central idea behind BLEU. It was one of the first metrics to claim a high correlation with human 

judgements of qual- ity and remains one of the most popular automated and inexpensive metrics. 

2. CIDEr - The CIDEr (Consensus-based Image De- scription Evaluation) score is a metric used to eval- 

uate the quality of image captions generated by automatic image captioning systems. It is based on the concept 

of consensus between the generated captions and human-generated captions. The CIDEr score measures the degree 

of agreement between the n-gram distributions of the candidate captions and the reference captions provided by 

human eval- uators. Specifically, it computes the cosine similar- ity between the two distributions, after weighting 

each n-gram by its term frequency-inverse docu- ment frequency (TF-IDF) score. The CIDEr score is often used 

in conjunction with other evaluation metrics such as BLEU (Bilingual Evaluation Under- study) and ROUGE 

(Recall-Oriented Understudy for Gisting Evaluation) to provide a more com- prehensive evaluation of the 

performance of image captioning systems. 

3. SPICE - SPICE (Semantic Propositional Image Caption Evaluation) is a metric used to evaluate the 

quality of image captions generated by computer models. It measures how well the model-generated captions 

match the human-generated captions based on the semantic propositions (i.e., the relationships between objects, 

attributes, and actions) in the cap- tions.The SPICE score ranges from 0 to 100, with higher scores indicating 

better performance. It is based on the F1 score, which balances precision and recall, and measures how many 

semantic proposi- tions in the model-generated caption match those in the human-generated caption. The score is 

then modified to account for how many unique seman- tic propositions are in the human-generated caption and how 

many are covered by the model-generated caption. SPICE is considered to be a more com- prehensive evaluation 

metric than some other cap- tioning metrics, such as BLEU, METEOR, and ROUGE, as it takes into account the 

semantic con- tent of the captions rather than just the surface-level similarity. 

 

Table 1: Evaluation Score of the Image Captioning Mod- els. 

 
 

6.2 B. Results 

1) BLIP model:BLIP (Bootstrapping Language-Image Pre-training) is a model that is employed in 

research on computer vision (CV) and natural language processing (NLP). It is a pre-training method designed to 

boost lan- guage and vision models’ performance on downstream tasks like picture captioning, answering visual 

questions, and visual grounding. To learn from noisy image-text pairs, we suggest BLIP, a unified VLP 

framework. This section outlines CapFilt for dataset bootstrapping after first introducing our new model 

architecture MED and its pre-training goals. 
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Figure 3: BLIP model 

 

2) CLIP model:New approach for image captioning that does not require additional object annotation and 

can be applied to any data. The CLIP model, which gen- erates semantic encodings for arbitrary images without 

additional supervision, as a prefix to textual captions, and fine-tune a pretrained language model to generate 

captions. The authors achieve close to state-of-the-art results on the Conceptual Captions dataset, and their 

method is faster than similar approaches. 

 

 
Figure 4: CLIP model 

 

3) LSTM+CNN model:LSTM (Long Short-Term Memory) is a type of recurrent neural network (RNN) 

architecture that is commonly used for natural language processing (NLP) tasks. So to answer your question, 

LSTM is not a model in the sense that it is not a com- plete system or algorithm, but rather it is a specific type of 

neural network layer that can be incorporated into a larger model. 
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Figure 5: LSTM+CNN model 

 

4) Vit-GPT2 model:The ViT/GPT-2 model for im- age captioning is a two-stage approach that combines 

two powerful pre-trained models[11]: the Vision Trans- former (ViT) and the Generative Pre-trained Transformer 2 

(GPT-2). In the first stage of the model, an input image is fed into the ViT model, which extracts a set of feature 

vectors representing different parts of the image. The ViT model is trained on a large dataset of images and has 

been shown to be very effective at encoding visual information into a set of features. In the second stage, the 

feature vectors extracted by the ViT model are fed into the GPT-2 model, which generates a natural language 

caption for the image. The GPT-2 model is a language model that has been pre-trained on a large corpus of text 

data and is capable of generating high-quality natural language text. 

 

VII. Conclusion 
After extensive research, we can say that the outcomes of the suggested solution met our needs. The 

proposed architecture could be modelled and the image-sequence encoder was able to correctly learn the captain 

for the image. For the uploaded photographs, we were success- ful in telling the required story. The enhanced 

accuracy of the captions that were created was also a result of this encoder. Every person’s memories are 

incredibly personal, and with this technique, we hope to summarise 

 

 
Figure 6: Vit-GPT2 model 

 

these visual moments.And generate accurate story for every images. 

 

Future Scope 

In the future, we might potentially use our model to help by incorporating text into speech for long 

stories and allowing users to input images and receive a spoken explanation of the story’s visually developed that 

can be used as an aid for the blind. On the other hand, if there are any burglaries, it can be used to detect 

malicious behaviour. 
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