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ABSTRACT.
Biomass material such as rice straw, banana leaves and teak leaves (Tectona grandis) are densified by means of wet briquetting process at lower pressures of 200-1000 kPa using a piston press. Wet briquetting is a process of decomposing biomass material up to a desired level under controlled environment in order to pressurize to wet briquettes or fuel briquettes. Upon drying these wet briquettes could be used as solid fuels. This study is aimed at to determine combustion characteristics of briquettes which will facilitate to answer some of the questions regarding the usefulness of fuel in terms of production of harmful gases and fly ashes during combustion which are common indoor air pollutants in many households and effectiveness of the fuel in terms of heat value.

KEYWORDS: Biomass, fuel briquettes, calorific value, combustion rate.

I. INTRODUCTION

With rapid depletion of world petroleum reserves and increased demand of petroleum products, especially of transportation fuels, it has posed a serious problem of energy crisis in India. Rural India is mostly affected by it. Therefore, there is a great demand of cheap and easily available fuel for cooking in rural household sector. In this regard, briquetting could be a viable option. Biomass briquetting is the densification of loose biomass material to produce compact solid composites of different sizes with the application of pressure. Three different types of densification technologies are currently in use. The first, called pyrolizing technology relies on partial pyrolysis of biomass, which is added with binder and then made into briquettes by casting and the first, called pyrolizing technology relies on partial pyrolysis of biomass, which is added with binder and then made into briquettes by casting and pressing. The second technology is direct extrusion type, where the biomass is dried and directly compacted with high heat and pressure. The last step is called wet briquetting in which decomposition is used in order to breakdown the fibers. On pressing and drying, briquettes are ready for direct burning or gasification. These briquettes are also known as fuel briquettes. Fuel briquettes are easy to manufacture at a very cheap cost. This technique has gained popularity in some of the African and Asian countries [1].

II. METHOD AND MATERIAL

India produces large amounts of bio waste material every year. This includes rice straw, wheat straw, coconut shells and fibres, rice husks, stalks of legumes and sawdust. Some of this biomass is just burnt in air; some like rice husk are mostly dumped into huge mountains of waste. Open-field burning has been used traditionally to dispose of crop residues and sanitize agricultural fields against pests and diseases. Based on wide availability in country side and composition such as lesser amount of lignin and ash content compared to other available biomass, rice straw, banana leaves and teak leaves are selected for wet briquetting [2]. The first step of wet briquetting process is decomposition of biomass material up to a desired level in order to pressurize to wet briquettes at a lower pressure [3, 4]. The biomass materials are chopped in sizes about 10 mm. The chopped biomass materials are soaked in water and kept in open at an ambient temperature. At regular interval of days, hand test such as shake test is performed to check the desired level of decomposition in biomass materials. The good briquette material does not fall apart when held over the upper 1/2 portion and shaken vertically a few times in the hand test [3]. Decomposition loosens fibers of biomass materials. Time requirements for desired level of decomposition vary with biomass types. Rice straw and teak leaves take 19 days while banana leaves take 28 days to reach the desired status. The wet biomass which reaches optimum level of decomposition are pressurized by manually operated piston press of internal diameter 45 mm at varying pressure level ranging from 200 kPa to 1000 kPa. A dwell time of 40 seconds is observed during briquette formation [5]. Even after pressurization, the briquettes are wet and therefore they need to be dried up to 8% moisture content.
In the second step, we blended wet biomass of rice straw, banana leaves and teak leaves with *Mesua ferrea* L. seed cakes which are a waste material after extraction of vegetable oil for biodiesel production from *Mesua ferrea* L. seeds. Proximate analysis, calorific values combustion rates of briquettes are done to assess effectiveness of briquettes as cooking fuel. For proximate analysis and calorific value determination, ASTM E870-82(2013) and ASTM D2015-00 methods are used respectively. But in order to assess burning rate at room condition a simple test as proposed by Joel Chaney [6] is applied. To determine combustion rate or burning rate which is mass loss per unit time, the briquettes are dried at 105ºC so that it does not affect on combustion or burning. Dried briquette is placed on a steel wire mesh grid resting on three supports allowing free flow of air. Now the whole system is placed on mass balance. Briquette is ignited from top and mass loss data is taken at an interval of 30 seconds.

### III. RESULTS AND DISCUSSIONS

#### 3.1 Proximate analysis

Proximate analysis of briquettes samples is done and results are presented in Table 1 and 2. From the analysis, it is found that volatile matter in Nahar added briquettes is more corresponding to non added ones. It is due to oil content of nahar (*Mesua ferrea* L.) seed cake as the seed cake contains 14% even after oil expulsion.

<table>
<thead>
<tr>
<th>Proximate analysis</th>
<th>Rice straw briquettes (% dry fuel)</th>
<th>Banana leaves briquettes (% dry fuel)</th>
<th>Teak leaves briquettes (% dry fuel)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fixed carbon</td>
<td>15.59-19.86</td>
<td>12.16-12.63</td>
<td>8.88-9.21</td>
</tr>
<tr>
<td>Volatile matter</td>
<td>66.45-68.59</td>
<td>79.2-80.05</td>
<td>77.32-77.88</td>
</tr>
<tr>
<td>Ash</td>
<td>12.74-18.68</td>
<td>10.1-13.4</td>
<td>17.27-18.08</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Proximate analysis</th>
<th>Rice straw briquettes (% dry fuel)</th>
<th>Banana leaves briquettes (% dry fuel)</th>
<th>Teak leaves briquettes (% dry fuel)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fixed carbon</td>
<td>7.79-9.88</td>
<td>8.02-10.52</td>
<td>10.49-13.1</td>
</tr>
<tr>
<td>Volatile matter</td>
<td>82.32-90.5</td>
<td>83.39-87.625</td>
<td>75.75-86.45</td>
</tr>
</tbody>
</table>

#### 3.2 Calorific value

Calorific values of rice straw, banana leaves and teak leaves are determined to be 13.57 MJ/kg, 14.98 MJ/kg, and 11.78 MJ/kg respectively. However, when nahar seed cake is added with the biomass materials, calorific values are found to increase in each case. Nahar added rice straw, banana leaves and teak leaves briquettes have calorific values of 19.76 MJ/kg, 19.21 MJ/kg and 19.10 MJ/kg respectively. This is due combine effect of mixing. Calorific value of *Mesua ferrea* L. seed cake is 19.6 MJ/kg. The percentage increase in calorific values in nahar seed cake added rice straw briquette samples are found more than that of the other two nahar seed cake added samples.

#### 3.3 Combustion rate

Fig.1 shows the variation of combustion rates of briquettes over applied die pressures of briquette production. With increase in applied die pressure, briquettes become more compact and hence combustion rate is reduced. It may be due to increase in density, voids which contain trapped air decrease. It is observed that nahar added teak leaves have the highest combustion rate.
IV. CONCLUSION

With the help of this study we aim to standardize the practice of briquette making for the commercial purpose from the combustion characteristics point of view. In the present study, the burning rates of briquettes in room condition are assessed to arrive at a conclusion increasing applied die pressure negatively effect combustion characteristic like burning rate as density of briquettes increases which in turn reduces porosity of the briquettes. It is also noticed that combustion characteristics are improved on blending of nahar seed cakes with the existing biomasses. It has raised calorific value and burning rate of briquettes. Nahar added rice straw shows the highest combustion rate of 0.43 g/min. Apart from that proximate analysis and calorific value tests will so help us to give answer to some of the questions regarding the fuel such as whether it produces too much harmful fly ash and unwanted gases which are general indoor air pollutants many households and effectiveness of the fuel in terms of heat value. A fuel without heat value would be useless as a lot of fuel will be needed during use for its lower heat value.
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ABSTRACT
The birefringent property, known also as the double-refraction phenomenon, is used in a polariscope to study a stress field developed in a three point loading beam. The model used for this analysis was made of an epoxy resin (PLM4) and a hardener (PLMH). The stress field was locked in the model by the stress freezing technique. Photoelastic fringes obtained on the analyzer of a regular polariscope were used to determine completely the stress field. A finite elements analysis was also conducted in order to determine the stress field numerically. A whole field comparison of the experimental photoelastic fringes and the simulated ones and a local analysis using the principal stresses difference showed very good agreement between the experimental solution and the numerical one.

KEYWORDS: Birefringence, photoelasticity, fringe, stress.

I. INTRODUCTION
The analysis of stress fields is of very high importance in the design of machinery components. Various methods can be used to solve this kind of problem [1-8], analytical as well as experimental. However, analytical solutions may, in some cases, be difficult to develop. Here, a numerical solution using the finite elements analysis was used to obtain the solution. Stresses can be obtained rapidly in any desired position of the model. To validate the finite elements solution tests were conducted on a regular polariscope (fig.1) which uses the birefringence phenomenon to analyze stress fields. The isochromatic and isoclinic fringe patterns are used to determine stresses.

II. EXPERIMENTAL ANALYSIS
A three point loading beam is analyzed in a plan polariscope which allows observing two types of photoelastic fringes, the isochromatics and the isoclinics. The isochromatics are loci of points having the same shear stress and the isoclinics, which appear in dark color, are loci of points for which the principal stresses directions are parallel to the polarizer and the analyzer axes. The stress field can therefore be completely determined, principal stresses with their directions can be obtained in the whole model. The three point loading beam model (Figure 1) is mounted on a loading frame inside an oven at the stress freezing temperature of 130°C in order to lock the stress field inside the model. The model will then be analyzed on a regular polariscope with plan polarized light and with circularly polarized light in order to obtain the isochromatic fringe pattern and the isoclinic fringe pattern.

Figure 1: The model mounted on the loading frame inside an oven at the stress freezing temperature
To help the reader, a brief review of the experimental method is given below. Figure 2 shows the well-known photoelastic method based on the birefringent phenomenon. The light intensity obtained on the analyzer after traveling through the polarizer, the model and the analyzer is given by the following relation (1). The terms $\sin^2 2\alpha$ and $\sin^2 \varphi/2$ give respectively the isoclinic fringes and the isochromatic fringes.

$$I = a^2 \sin^2 2\alpha \sin^2 \varphi/2$$  \hspace{1cm} (1)

**Figure 2:** Light propagation through a photoelastic model

The light wave length used is $\lambda=546$nm. The isochromatic fringes allowed us to obtain the values of the principal stresses difference on the model by using the well known relation (2) where $\lambda$ is the light wave length and $C$ the optical characteristic of the birefringent material:

$$\sigma_1 - \sigma_2 = N (\lambda/C)/e$$  \hspace{1cm} (2)

This can only be done if the values of the fringe orders have been completely determined. The values of the fringe order $N$ are determined either by the compensation technique or, whenever possible, by starting from a non stressed region on the model for which $N=0$. The fringe orders can then be easily deduced for the other fringes. The ratio $f=\lambda/C$ called the fringe constant depends on the light wave used and the model material. Several solutions are available to obtain this value easily. Here, we subjected a disc (diameter $D = 48$ mm and thickness $e = 14$ mm) to a compressive load ($P=15N$). The value of the principal stresses difference is given by the well known relation (3):

$$\sigma_1 - \sigma_2 = \frac{8P}{\pi e D} \left( \frac{D^4 - 4D^2 x^2}{D^2 + 4x^2} \right) = Nf / e$$  \hspace{1cm} (3)

The value of the fringe constant can therefore be easily determined with the following relation (4) for different positions along the horizontal axis:

$$f = \frac{8P}{\pi DN} \left( \frac{D^4 - 4D^2 x^2}{D^2 + 4x^2} \right)$$  \hspace{1cm} (4)

Where $x$ represents the position of the isochromatic fringe. This distance $x$ is taken along the diameter of the disc starting from the center of the disc (figure 3).

The obtained value ($f=0.36$ N/mm/fringe) was then used in the experimental solution as well as in the numerical solution to determine the stress values in the neighborhood of the contact zone along the direction of the applied load.

**Figure 3:** Isochromatics fringes obtained on the disc
2.1 Experimental results

The isochromatic fringes obtained with circularly polarized light (Figure 4), can be used for comparison purposes with the finite element solution and also to determine the experimental values of the principal stress difference in the neighborhood of the contact zones, along the vertical axis, for comparison purposes with the numerical values obtained with the finite element solution. We can see, as expected, a concentration of stresses close to the contact zone.

![Figure 4: Experimental isochromatic fringes](image)

A zoom (figure 5) allows to see clearly the different fringes in the neighborhood of the contact zone. We can therefore obtain the different values of the fringe orders which are necessary to obtain the graph of the principal stress difference along the vertical axis.

![Figure 5: Fringe order values in the neighborhood of the contact zone](image)

The isoclinics, which are the dark fringes, were obtained with plane polarized light for different polarizer and analyzer positions, the quarter wave plates were removed from the light path. We can see clearly the dark isoclinic fringe as it moves on the model. These isoclinics can be used to obtain the isostatics which are the principal stresses directions. The isostatics give a good understanding of how stresses are distributed in the volume of the model. This is very a important result for the design of mechanical components.

![Figure 6: Isoclinics recorded for different polarizer and analyzer positions](image)

III. NUMERICAL ANALYSIS

For a first approach of the solution we consider that the material behaves everywhere as a purely elastic isotropic material. Fringe constant $f=0.36$ N/mm/fringe, Young’s modulus ($E=15.9$ MPa) and Poisson’s ratio ($\mu=0.4$) were introduced in the finite element program. The mesh was refined in the neighborhood of the contact zone (figure 7) in order to achieve better approximation of stresses.
3.1. Numerical calculation of the isochromatic and the isoclinic fringes

The following relation (5) which can be obtained readily from Mohr’s circle for stresses allows us to calculate the principal stresses difference at any point of a stressed model.

\[(\sigma_x - \sigma_y)^2 + 4\tau_{xy}^2)^{0.5} = \sigma_1 - \sigma_2 = Nf/e \]  

(5)

The different values of the retardation angle \( \varphi \) can be calculated at any point on the model using the following relation (6):

\[ \varphi = 2\pi N = 2\pi e/f ((\sigma_x - \sigma_y)^2 + 4\tau_{xy})^{0.5} \]  

(6)

The different values of \( \sin^2 \varphi/2 \) which represents the simulated isochromatic fringes (figure 7) have been easily calculated. A comparison can then be made with the isochromatic fringes obtained experimentally with a monochromatic light (figure 4). We can see relatively good agreement; however in the neighborhood of the contact zone we can see some discrepancies. Another comparison using the principal stresses difference (figure 9) shows relatively good agreement even though close to the contact zone it was difficult to obtain experimentally the stresses.

The term \( \sin^2 \theta \) represents the isoclinic fringes which are loci of points where the principal stresses directions are parallel to the polarizer and the analyzer. In the simulation program the different values of the isoclinic parameter \( \alpha \) can be calculated with the following relation (eq. 7) which can be obtained readily from Mohr’s circle of stresses:

\[ \alpha = \arctan \left( \frac{2\tau_{xy}}{(\sigma_x - \sigma_y)} \right) \]  

(7)

The different values of \( \sin^2 \alpha \) can therefore be calculated and displayed (figure 8). The comparison is then possible with the experimental isoclinic fringes which are the dark fringes obtained experimentally on figure 6. Relatively good agreement can be observed between the experimental and the simulated isoclinic dark fringes. The simulated fringes were obtained only for \( \alpha = 60^\circ \).

![Figure 7: Finite element meshing and calculated isochromatic fringes](image)

![Figure 8: Calculated isoclinic for \( \alpha = 60^\circ \)](image)

Relatively good agreement are observed between the experimental fringes (figure 4) and the simulated fringes (figure 7 right).

![Figure 9: Principal stresses difference along the vertical axis asymmetry](image)
IV. CONCLUSION

We have used the birefringent phenomenon to analyze stresses on a three point loading beam. The photoelastic fringes obtained on the analyzer were used to determine completely the stress field. A finite element solution was developed in order to simulate the photoelastic fringes and the stress values on the loaded model. Relatively good agreements were obtained between the experimental solution and the finite elements simulation.
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I. INTRODUCTION

Keyword-based search has been the most popular search in today’s searching world. The result of Keyword based search is better than Google. On Google search engine user or searcher did not find relevant image result. This is because of two reasons.
1) Queries are in general short and non-specific.
2) Different users may have different intentions for the same query
Searching for apple by a farmer has a different meaning from searching by a technical person. There is one solution to solve these problems is personalized search where user specific information is considered to distinguish between exact intentions of user queries and re-ranked the images.

Fig. 1: (top) non-personalized and (bottom) personalized search results for the query “Samsung Laptop”.

ABSTRACT

The social networking sites, such as flicker allows users to upload images and annotate it with descriptive labels known as tags. Personalized image searching is the way to searching images according to intention of users and that personalized image result is relevant to the individual user. Personalized search takes an advantage of information about an individual that tagging to an image for identifying the most relevant image result for that person. The main challenge for personalization lies in collecting user profiles which describes information about the user. The user preferences and fired query are used to obtained relevant image result. The proposed system contains three components: A Ranking based multi-correlation tensor factorization (RMTF) model is proposed to perform annotation prediction, which is considered as user’s preference according to annotating or tagging to an image. Corpus is used to analyze users, their annotating images and users tags for each image to find users specific topics. The proposed algorithm perform topic modeling which is used to generate user specific topics. The single word query selection is used for searching relevant image result. The query mapping or query relevance and topic sensitive user preferences (TSUP) are integrated into final ranked result of relevant images.

KEYWORDS: Relevant search, RMTF, image annotation, user preferences, user specific topics, query relevance, TSUP.
Fig. 1 shows the example for non-personalized and personalized image search results from the search engines. The non-personalized search returned results only based on the user query relevance and displays Samsung laptop images as well as it can displays the Samsung charger battery on the above image in fig. 1. While personalized search results consider as both user query relevance and user preference, so the personalized results from a laptop lover rank the laptop images on the top. Increasingly developed social networking websites, like Flicker and YouTube allow users to create, share, upload, and annotate images. Flicker database is used to demonstrate the effectiveness of proposed system. The proposed system has two components
1) Ranking Based Multi-correlation Tensor Factorization model (RMTF) is used to calculate user’s annotation prediction which provides user preferences to assigning tag on image. RMTF avoids common noisy problem and sever sparsity problem.
2) User Specific Topic Modeling (USTM) is introduced for performing topic modeling. Mapping query relevance and user preferences are combined into providing highly relevant ranked images.

### II. BACKGROUND

<table>
<thead>
<tr>
<th>Existing system</th>
<th>Merits</th>
<th>Demerits</th>
</tr>
</thead>
<tbody>
<tr>
<td>Personalizing Search via Automated Analysis of Interests and Activities</td>
<td>Personalized images obtained.</td>
<td>User’s profile is not created. Ranked result is not displayed.</td>
</tr>
<tr>
<td>Discovering and using groups to improve personalized search</td>
<td>Personalized images obtained.</td>
<td>User’s profile is not created. Ranked result is not displayed.</td>
</tr>
<tr>
<td>Personalized search by tag based user profile and resource profile in collaborative tagging systems</td>
<td>Personalized images obtained. User’s profile is created.</td>
<td>Ranked result is not displayed.</td>
</tr>
</tbody>
</table>

### III. PROPOSED SYSTEM

Fig. 2: Architecture of proposed system
Proposed system is worked into two stages i.e. offline and online stages.

**Offline stage:**
1. Ranking Based Multi-correlation tensor Factorization (RMTF)
2. User Specific Topic Modeling (USTM)
3. Topic-Sensitive Users Preferences (TSUP)

**Online stage:**
4. User Specific Query Mapping (USQM)
5. Ranking Based Image Searching.

1. **Ranking Based Multi-correlation tensor Factorization (RMTF)**
   When user u tagged on any particular image id, then that user id, image id, tag named is stored into a database at an offline stage. This database is in the format of ternary interrelationship between users, images and tags. This database is give as an input to RMTF model. The RMTF model calculates user’s preferences to assign the tag to a particular image i.e. RMTF provide the users annotation prediction. The tagging data can be viewed as a set of triplets (U I T). RMTF calculates user’s preferences by using sigmoid (objective) function sigmoid function retunes values between 0 to 1 that means user preferences lies in between 0 to 1.

2. **User Specific Topic Modeling (USTM)**
   After calculating RMTF values, corpus is created for generating topic modeling. Corpus is the folder in which no of folders are created for each user manually. Each folder contains text file for each image and that text file contains tags that user given to that particular image. Corpus is gives as an input to the algorithm. LDA algorithm performed topic modeling. USTM model gives topics for each user; each topic has specific number of relevant terms to each other.

3. **Topic-Sensitive Users Preferences (TSUP)**
   USTM model already calculates topics; TSUP calculates topic preferences according to particular user tagging to any image. Each topic having specific number of relevant terms. TSUP calculate preferences for those relevant terms under particular topics. TSUP calculates topic-sensitive user’s preferences by using RMTF and USTM model.

4. **User Specific Query Mapping (USQM)**
   User fired query q on search engine then that query q map from user specific topics. If query q mapped from USTM then relevant terms of that topic are arranged in ascending order according to topic sensitive user preferences.

5. **Ranking Based Image Searching**
   User fired query q on search engine that the query q mapped from more than one topic. Then there is need of ranking of those topics according to topic sensitive user preferences. Finally we have obtained highly relevant ranked images. But if query q does not mapped with any topic in USTM then search engine display normal result like google.

3.1 **Advantages**
1. The proposed system used RMTF model for calculating user annotation prediction. It avoids Common Noisy problem and sever sparsity problem.
2. By using this system we predict the profile of any person.
3. Any person can find the personalized image list easily.
4. User obtained highly ranked images.

3.2 **Algorithm**
The Algorithm to be used in our system:

3.2.1 **LDA algorithm:**
The LDA Algorithm stands for “Latent Dirichlet Allocation Algorithm”. This algorithm done the job of user’s specific topic generation in the personalized image search

3.2.2 **Steps of algorithm**
[1] Decide the number of words N that the document have.
[2] Go through each document; decide the number of topics K.
[3] for D=0 to M do
[4] for T=0 to K do
[5] for W=0 to N do
[6] for i=0 to m do
[7] for j=1 to n do
[9] Calculate distance between W[i] and W[j];
  [9.1] if threshold < distance (W[i], W[j])
[10] Repeating the previous step a large number of times until remaining words are allocating in topics.

IV. CONCLUSION

Metadata created by users through their everyday activities on social networking site is used to obtain highly relevant images. Ranking Based Multi-correlation tensor factorization is introduced to eliminate the severe sparsity problems appeared in existing system. To find user’s topic, LDA (Latent Dirichlet Allocation) algorithm is used. The system introduces two main components to obtained personalized images. First is to calculate user’s preferences to assign a tag to the image and second is selection of single keyword query for relevant image searching. Users Sensitive Topics are generated to predict the user’s profile. The query mapping or query relevance and topic sensitive user preferences (TSUP) are integrated into final ranked result of relevant images.

REFERENCES

[1]. Jitao Sang, Changchun Xu, Dongyuan Lu“Learn to Personalized Image Search From the Photo Sharing Websites”, 2012.
Manets: Increasing N-Messages Delivery Probability Using Two-Hop Relay with Erasure Coding

A.Vijayalakshmi¹, J.Praveena²
¹ P.G Student, Tagore Engineering College, Chennai
² Asst. Professors, Tagore Engineering College, Chennai

ABSTRACT:
The lack of a thorough understanding of the fundamental performance limits in mobile ad hoc networks (MANETs) remains a challenging barrier stunting the commercialization and application of such networks. The proposed system is using a method such as two-hop relay algorithm with erasure coding to increase the message delivery probability of a MANETs. The two-hop relay algorithm with erasure coding used for the message that is erasure coded into multiple frames (coded blocks) at each source node. And also, a finite-state absorbing Markov chain framework is developed to characterize the complicated message delivery process in the challenging MANETs. Based on the developed framework, closed-form expressions are further derived for the message delivery probability under any given message lifetime and message size by adopting the blocking matrix technique where the important issues of interference, medium contention and traffic contention are carefully integrated. To further improve our proposed systems a delivery of n-distinct message is simultaneously send from source to destination.

KEYWORDS: Mobile ad hoc networks, delivery probability, two-hop relay, erasure coding.

I. INTRODUCTION:
A mobile ad hoc network (MANET) is a peer-to-peer network without any pre-existing infrastructure or centralized administration, which consists of fully self-organized mobile nodes. As it can be rapidly deployed and flexibly reconfigured, the MANET has found many promising applications, such as the disaster relief, emergency response, daily information exchange, etc., and thus becomes an indispensable component among the next generation networks [1], [2]. Since their seminal work in [3], a significant amount of work has been done for a thorough understanding of the delivery delay performance of various routing protocols in MANETs. Zhang et al. in [4] developed an ODE (ordinary differential equations) based framework to analyze the delivery delay of epidemic routing and its variants. Later, Hanbali et al. focused on a multicopy two-hop relay algorithm and explored the impact of packet lifetime (time-to-live TTL) on the packet delivery delay in [5], [6]. Recently, Liu et al. derived closed-form expressions for the packet delivery delay of erasure coding enhanced two-hop relay in [7] and that of group-based two-hop relay in [8]. The delivery delay study [3]–[8], although important and meaningful, can only tell the expected time it takes a routing protocol to deliver a message (or packet) from the source to the destination, i.e., the mean time required to achieve the delivery probability 1, which is actually a simple extreme case of the delivery probability study. Obviously, it is of more interest for network designers to know the corresponding delivery probability under any given message lifetime (or permitted delivery delay). Further notice that in the challenging MANET environment, multiple message replicas are often propagated to improve the delivery performance, where a relay node receiving a message may forward it or carry it for long periods of time, even after its arrival at the destination. Such combination of message replication and long-term storage imposes a severe overload on the mobile nodes which are usually not only power energy-constrained but also buffer storage-limited. Thus, the message lifetime should be carefully tuned so as to reduce the network resource consumption in terms of buffer occupation and power consumption while simultaneously satisfy the specified delivery performance requirement.

It is noticed that there have been some efforts in literature focusing on the delivery probability study. Panagakis et al. in [9] analytically derived the message delivery probability of two-hop relay under a given time limit by approximating the cumulative distributed function (CDF) of message delivery delay, with the assumption that for any node pair the message can be successfully transmitted whenever they meet each other. In [10], Whitbeck et al. explored the impact of message size, message lifetime and link lifetime on the message delivery ratio (probability) of epidemic routing by treating the intermittently connected mobile networks (ICMNs) as edge-Markovian graphs, where each link (edge) is considered independent and has the same transition probabilities between “up” and “down” status. Later, Krifa et al. in [11] explored the impact of message scheduling and drop policies on the delivery probability performance of epidemic routing, and proposed a distributed scheduling and drop policy based on statistical learning to approximate the optimal performance.
More recently, the optimization issue of message delivery probability under specific energy constraints and message lifetime requirement has also been intensively addressed in the context of delay tolerant networks (DTNs) in which the basic two-hop relay was adopted for packet routing and a wireless link becomes available whenever two nodes meet each other. A common limitation of the available models is that, all these works assumed a single flow (source-destination pair) in their analysis such that all other nodes act as pure relays for this flow. Such models, although simple and easy to use, may neglect an important fact that for the general MANET scenarios, multiple traffic flows may co-exist and a relay node may simultaneously carry messages belonging to multiple flows. Moreover, all these models (no matter for the ICMNs or for the DTNs) focus on a very special MANET scenario, i.e., the sparsely distributed MANET, by assuming that whenever two nodes meet together they can transmit with each other. Obviously, the available models cannot be applied for delivery probability analysis in the general MANETs where the interference and medium contention issues are of significant importance. In this paper, we study the delivery probability performance of two-hop relay MANETs with a careful consideration of the above important issues. The main contributions of this paper are summarized as follows. We focus on the two-hop relay algorithm in MANETs with erasure coding and more general traffic pattern, where the message at each source node is erasure coded into multiple frames (coded blocks). We develop a general finite-state absorbing Markov chain theoretical framework to model the complicated message spreading process in the challenging MANETs, which can also be used to analyze the delivery probability performances under other popular routing protocols, like the epidemic Routing. Based on the Markov chain framework, we further derive closed-form expressions for the corresponding message delivery probability under any given message lifetime and message size by adopting the blocking matrix technique, where the important issues of interference, medium contention and traffic contention in MANETs are carefully incorporated into the analysis. Extensive simulation studies are conducted to validate our theoretical framework, which indicates that the new framework can be used accurately to predict the message delivery probability in MANETs with two-hop relay and erasure coding. and characterizes how the delivery probability varies with all the parameters of message size, replication factor and node density there. The rest of this paper is outlined as follows. Section II introduces the system models, the routing protocol and the scheduling scheme considered in the paper. In Section III, we develop a Markov chain theoretical model for the delivery probability analysis under any given message lifetime and message size.

II. PRELIMINARIES

2.1. System Models

The considered mobile ad hoc network is a unit torus with n mobile nodes. The torus is evenly divided into \( m \times m \) equal cells (or squares), each cell of side length \( 1/m \) as shown in Fig. 1(a). Time is slotted and nodes randomly roam from cell to cell according to the i.i.d. mobility model, which is defined as follows: at time slot \( t = 0 \), a node is initially placed in one of the \( m^2 \) cells according to the uniform distribution. The node randomly selects a cell from the \( m^2 \) cells with equal probability of \( 1/m^2 \) independent of other nodes, and moves to the selected cell at time slot \( t = 1 \). The node then repeats this process in every subsequent time slot. One can see that at each time slot, the \( n \) nodes are uniformly and randomly distributed in the \( m^2 \) cells. Since the node movements are also independent from time slot to time slot, the nodes are totally reshuffled at each time slot. We employ the protocol model in [25] to address the interference among simultaneous link transmissions. Similar to [23], we assume that each time slot will be allocated only for data transmissions in one hop range. The data transmission model is defined as follows: suppose node \( T_i \) is transmitting to node \( R_i \) at time slot \( t \) as shown in Fig. 1(a), and denote by \( T_tit \) and \( R_tit \) the positions of \( T_i \) and \( R_i \), respectively. According to the protocol model, the data transmission from \( T_i \) to \( R_i \) can be successful if and only if the following two conditions hold for any other simultaneous transmitting node \( T_j \):

\[
|T_tit - R_tit| \leq r \quad (1)
\]

\[
|T_tjt - R_tjt| \geq (1 + \Delta)|T_tit - R_tit| \quad (2)
\]

Here \( r \) is the transmission range adopted by each node, and \( \Delta > 0 \) is a protocol specified factor to represent the guardzone around each receiver. In order to fully characterize the traffic contention issue in MANETs, we consider here the permutation traffic pattern, where each node has a locally generated traffic flow to deliver to its destination and also needs to receive a traffic flow originated from another node. Since there are \( n \) mobile nodes in the network, it is easy to see that there exist in total \( n \) distinct traffic flows. We assume that the local traffic flow at each node has only a single message. Without loss of generality, we focus on a tagged flow hereafter and denote its source and destination by \( S \) and \( D \), respectively. For the tagged flow, the message generated at the source \( S \) is assumed to have in total \( \omega \) blocks (\( \omega \geq 1 \)), where a single block can be successfully transmitted during a time slot (or meeting duration). We further assume that the message is relevant during \( \tau \) time slots, i.e., the message is labeled with a lifetime of \( \tau \) time slots, and will be dropped from the network if it fails to make itself to the destination \( D \) within \( \tau \) time slots. Remark 1: Note that the node mobility is homogeneous under the i.i.d. model, where during each time slot all node pairs have the same probability to encounter and the \( n \) nodes are uniformly and randomly distributed in the \( m^2 \) cells. Such features of homogeneous node meeting and uniform node distribution, although simple and easy to use, are different from other more practical node distributions, like the correlated distribution, the clustered distribution, the home-point distribution, etc.
where nodes exhibit significant inhomogeneities in spatial distribution over the network area. Remark 2: The main difficulties in extending the i.i.d. model to take into account more complex mobility, such as the random walk model, random waypoint model, random direction model, correlated mobility model, reference point group mobility, etc., are two folds: the first difficulty is to characterize the node meeting process which depends solely on the node mobility, and the second one is to derive the data transmission probability during each node meeting which is related to both the spatial distribution and data transmissions of other nodes.

\[
\begin{align*}
1/m & \rightarrow R_j \\
1/m & \rightarrow (1+\Delta)r
\end{align*}
\]

(a) Illustration of the transmission model.

(b) Cells in a transmission-group with \( \alpha = 4 \).

Figure 1. Illustration of a cell-partitioned network with \( m = 16 \).

It is notable that in MANETs, even though a node pair meet together in a time slot they may fail to transmit data due to the interference caused by other simultaneous data transmissions in the network. These two difficulties combined together make the analytical modeling of delivery performance in MANETs much more challenging. Actually, the main reason behind adopting the simple i.i.d. model is that it is very helpful to keep the theoretical analysis tractable and thus enables closed-form analytical results to be developed for the message delivery probability in the challenging MANETs.

2.2. Two-Hop Relay with Erasure Coding

The two-hop relay, since first proposed by Grossglauser and Tse (2001) in [11], has been extensively explored in literature and proved to be a popular and efficient routing protocol for DTNs. However, its delivery performance remains largely unknown in the general MANET environment, where the interference may create extra delay in the delivery of packets. It is further noticed that extensive simulation delay performance of two-hop relay in DTNs can be improved via incorporating the erasure coding technique.
Therefore, we focus on the two-hop relay with erasure coding in this paper and develop a theoretical framework to analytically study its delivery performance. According to the two-hop relay algorithm with erasure coding [7], [10], for the tagged flow, the message is first erasure coded into $\omega \cdot \beta$ equal sized frames (or code blocks) after it is locally generated at S, where $\beta$ is the replication factor. Since each frame is almost the same size as the original block, we assume that it can also be successfully transmitted during a time slot. Any $(1 + \epsilon) \cdot \omega$ frames can be used to successfully reconstruct the message, where $\epsilon$ is a small constant and it varies with the adopted erasure coding algorithm. Similar to [7], we ignore the constant $\epsilon$ here and thus the message can be successfully recovered at the destination D with no less than $\omega$ frames collected before it expires (i.e., within $\tau$ time slots). After erasure coding the message into $\omega \cdot \beta$ frames, the source node S starts to deliver out these frames according to the two-hop relay algorithm [8]. Every time S is selected as the transmitter via the transmission scheduling scheme, it operates as follows:

Step 1: S first checks whether D is in the transmission range. If so, S conducts with D the “source-to-destination” transmission, where a frame is sent directly to D.

Step 2: For the case that D is not in the transmission range of S, if there is no other node in the one-hop neighborhood of S, S remains idle for the time slot; otherwise, S randomly selects a node, say R, from the one-hop neighborhood as the receiver, and flips an unbiased coin; If it is the head, S chooses to perform the “source-to-relay” transmission with R. S initiates a handshake with R to check whether R is carrying a frame received from S. If so, S remains idle for the time slot; otherwise, S sends to R a frame destined for D. Otherwise, S chooses to perform with R the “relay-to-destination” transmission. S first checks whether it is carrying a frame destined for R. If so, S forwards the frame to R; otherwise, S stays idle for the time slot. It is noticed that distinguished from available works which assumed a simple scenario of single traffic flow, we consider in this paper the permutation traffic pattern to fully characterize the traffic contention issue in MANETs. Under such traffic pattern, node may not only carry the frames of its own message, but also simultaneously carry multiple frames originated from other nodes in the network. To simplify the analysis and thus keep the theoretical framework tractable, we assume that each frame will be delivered to at most one relay node and each relay node will carry at most one frame from in S. We consider a single-copy version of the two-hop relay with erasure coding, where S either delivers a frame to D or sends it to a relay node. After sending a frame to a relay node, S retains a copy of the frame as backup; while the relay node will delete the frame from the buffer after forwarding it to D. Therefore, before arriving at D, each frame may have at most two copies in the network, one in the relay node and the other one in S.

### 2.3. Transmission Scheduling

Similar to previous studies we consider a local transmission scenario [7], [8], [9], where a transmitter in a cell can only transmit to receivers in the same cell or other eight adjacent cells (two cells are called adjacent cells if they share a common point). Thus, the transmission range can be accordingly determined as $r = \sqrt{8}/m$. It is easy to see that two links can transmit simultaneously if and only if they are sufficiently far away from each other. To avoid collisions among simultaneous transmitting links and support as many simultaneous links as possible, we adopt here the transmission-group based scheduling scheme [7], [8], [9]. With such a transmission-group definition, all m2 cells are actually divided into m2 distinct transmission-groups. If each transmission-group becomes active (i.e., has link transmissions) alternatively, then each cell will also become active every $a2$ time slots. As illustrated in Fig. 1 (b) for the case $a = 4$, there are in total 16 transmission-groups, and all shaded cells belong to the same transmission-group. Setting of Parameter $a$: As shown in Fig. 1 (b), suppose node S in an active cell is transmitting to node V in a time slot. It is easy to see that another transmitter, say K, in another active cell is at least $a-2$ cells away from V. According to the protocol interference model, we should have $(a-2) \cdot 1/m \geq (1+\Delta) \cdot r$ to ensure the successful data reception at V. Notice that $a \leq m$ and $r = \sqrt{8}/m$, then the parameter $a$ can be determined as

$$a = \min\{(1 + \Delta) \cdot \sqrt{8} + 2\} \cdot m$$

It is noticed that with the setting of $a = m$, all network cells are divided into m2 distinct transmission-groups, with each transmission-group containing a single cell. Therefore, the network can support only one active transmitter-receiver pair during each time slot. For the transmission-group based scheduling scheme, a node is assumed to be able to obtain the cell id where it resides at the beginning of each time slot. Actually, for a given network cell partition, such hypotheses can be satisfied by adopting the global positioning system (GPS) or some node localization schemes. Therefore, after obtaining the cell id, a node can easily judge whether it is inside an active cell or not for the current time slot, and then the nodes in an active cell can compete to become the transmitter via a distributed coordination function (DCF)-style mechanism.
Remark 3: The transmission-group based scheduling scheme has the following two advantageous features: firstly, it is fully distributed and thus it can be implemented without any centralized management; secondly, it enables closed-form expressions to be derived for the transmission probability under the two-hop relay during each time slot. It is also noticed that in (1) we derive $\sqrt{8/m}$ according to the possible maximum distance (i.e., $r = \sqrt{8/m}$) between a transmitter-receiver pair in two adjacent cells. However, one can see that the distance between a transmitter-receiver pair selected for each active cell may be less than $\sqrt{8/m}$ with high probability during each time slot. Consequently, the scheduling scheme may unavoidably result in an inefficient spatial reuse due to the fixed setting of $\alpha$.

III. MESSAGE DELIVERY PROBABILITY

In this section, we first introduce some basic probabilities under the two-hop relay with erasure coding, develop the Markov chain theoretical framework, and then proceed to derive the message delivery probability.

3.1. Markov Chain Framework

For the tagged flow, as the message generated at the source node $S$ is erasure coded into $\omega \cdot \beta$ frames and is relevant only in $\tau$ time slots, the destination node $D$ needs to collect at least $\omega$ frames within $\tau$ time slots so as to successfully recover the message. If we denote by $(j, k)$ a general transient state during the message delivery process that $S$ is delivering the $j$th frame and $D$ has already received $k$ distinct frames, and further denote by $(\ast, k)$ a transient state that $S$ has already finished dispatching all $\omega \cdot \beta$ frames while $D$ has only received $k$ of them, $1 \leq j \leq \omega \cdot \beta$, $0 \leq k < \omega$, then we can characterize the message delivery process with a finite-state absorbing Markov chain. Specifically, if the tagged flow is in state $(j, k)$ at the current time slot, only one of the following four transition cases illustrated in Fig. 2 may happen in the next time slot.

SR Case: “source-to-relay” transmission only, i.e., $S$ successfully delivers the $j$th frame to a new relay node while none of the relays delivers a frame to $D$. As shown in Fig. 2(a) that under such a transition case, the state $(j, k)$ may transit to two different neighboring states depending on the current frame index $j$.

RD Case: “relay-to-destination” transmission only, i.e., some relay node successfully delivers a frame to $D$ while $S$ fails to deliver out the $j$th frame to a new relay node. As shown in Fig. 2(b) that there is only one target state $(j, k + 1)$ under the RD case.

SR+RD Case: both “source-to-relay” and “relay-to-destination” transmissions, i.e., these two transmissions happen simultaneously. We can see from Fig. 2(c) that depending on the value of $j$ there are two possible target states under the SR+RD case.
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SD Case: “source-to-destination” transmission only, i.e., S successfully delivers a frame to D. As shown in Fig. 2(d) that under the SD case, the state (j, k) may transit to (j + 1, k + 1) or (*, k + 1), similar to that under the SR+RD case.

3.2. Derivations of delivery probability \( \phi(\omega, \beta, \tau) \)

Before deriving the message delivery probability, we first note S which is further erasure coded into \( \omega.\beta \) frames, the delivery delay of the message and the timeslot when the destination node D receives \( \omega \) distinct frames of the message. For the tagged flow, if we denote by \( T_d \) the message delivery delay and denote by \( \phi(\omega, \beta, \tau) \) the message delivery probability under the message lifetime constraint \( \tau \), then we have

\[
\phi(\omega, \beta, \tau) = \Pr(T_d \leq \tau) = \sum_{t=1}^{T_d} \Pr(T_d = t).
\]

Based on the Markov chain framework, now we are ready to derive \( \phi(\omega, \beta, \tau) \). All \( \delta \) transient states in the Markov chain are arranged into \( \omega \) rows. We number these transient states sequentially 1, 2, ..., \( \delta \) in a left to right and top to bottom way. For these transient states, if we let \( q_{ij} \) denote the transition probability from state \( i \) to state \( j \), then we can define a matrix \( Q = (q_{ij})^{\delta \times \delta} \) of transition probabilities among \( \delta \) transient states there. Similarly, if we let \( b_i \) denote the one step transition probability from state \( i \) to the absorbing state A, then we can also define a vector \( B = (b_i)^{\delta \times 1} \) representing the transition probabilities from \( \delta \) transient states to state A. Notice that \( \Pr(T_d = t) \) denotes the probability that the \( \omega \)th frame arrives at the destination D by the end of the \( t \)th time slot, i.e., the probability that the Markov chain gets absorbed by the end of the \( t \)th time slot. Given that the Markov chain starts from the first state, i.e., state (1, 0), according to the Markov chain theory, then we have

\[
\Pr(T_d = t) = \sum_{i=1}^{\delta} q_{ij}^{(t-1)} \cdot b_i
\]

Then combining with the fact of previous equation is actually the \( ij \)-entry of the matrix \( Q^t \) can be further transformed as

\[
\Pr(T_d = t) = e \cdot Q^{t-1} \cdot B
\]

where \( e = (1, 0, \ldots, 0) \).

Substituting (14) into (12), then we have

\[
\phi(\omega, \beta, \tau) = e \cdot Q^{t-1} \cdot B = e \cdot (I - Q)^{-1} \cdot (I - Q^t) \cdot B = e \cdot N \cdot (I - Q^t) \cdot B
\]

where \( I \) is the identity matrix, and \( N = (I - Q)^{-1} \) is the fundamental matrix of the Markov chain.

IV. RESULTS AND DISCUSSION

In this paper, we have investigated the message delivery probability in two-hop relay MANETs with erasure coding. A general Markov chain theoretical framework was developed to characterize the message delivery process, which can also be used to analyze the delivery probability performances under other popular routing protocols. Based on the new theoretical framework, closed-form expressions were further derived for the delivery probability under any given message lifetime and message size. As verified by extensive simulation studies, our framework can be used to efficiently model the message delivery process and thus accurately characterize the delivery probability performance there. Our results indicate that for a two-hop relay MANET with erasure coding, there exists a limiting performance for the delivery probability, which is determined only by the control parameters of message size \( \omega \) and message lifetime \( \tau \). Another interesting finding of our work is that the considered MANETs actually exhibit very similar behaviors in terms of delivery probability under different node mobility models, like the i.i.d., random walk and random waypoint.
V. CONCLUSION

This project can be design a future network in terms of determining a suitable message lifetime, so as to minimize the per node buffer occupation and power consumption while simultaneously meet the specified delivery performance requirement. Note that the theoretical framework and closed-form results developed in this paper only hold for the simple scenario that each node has only a single message to deliver to its destination, and it chooses to conduct a “source-to-relay” or “relay-to-destination” transmission in a probabilistic fashion. Therefore, one future work is to further explore the delivery probability of two-hop relay with erasure coding in a more general scenario, where each node may need to simultaneously deliver k distinct messages, and it conducts the “source-to-relay” or “relay-to-destination” transmission in the best-effort fashion so as to take the full advantage of each transmission opportunity. Another interesting future direction is to extend the theoretical models in this paper to analytically derive the optimum setting of n (i.e., n∗) to achieve the maximum message delivery probability for a given relay scheme setting of (α, β, τ), or to formally determine the asymptotic (limiting) delivery probability for any specified control parameters of α and τ. This project implemented a Mobile Ad-hoc Network model for the compute message delivery probability. The network is functioned based on effective transmission group scheduling scheme, two-hop relay mechanism and Tornado encoding scheme. The proposed network model sends the multiple selected messages in effective way. Also, a dynamic memory management mechanism is utilized to manage the sending messages. Finally, a modified Markov chain model is utilized to compute the message delivery probability of whole selected message. In future, This project can be design a future network in terms of determining a suitable message lifetime, so as to minimize the per node buffer occupation and power consumption while simultaneously meet the specified delivery performance requirement.
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ABSTRACT
IPTV delivers the TV content over an internet Protocol infrastructure. Virtualized cloud-based services will benefit of statical multiplexing across applications to yield important cost savings to the operator the cloud based IPTV provide lower a provider’s costs of real-time IPTV services through a virtualized IPTV architecture and through intelligent time shifting of service delivery. It takes advantage of the differences in the deadlines associated with Live TV versus Video-on-Demand (VoD) to effectively multiplex these services. However, achieving similar advantages with period of time services are often a challenge. For construct the problem as an optimization formulation that uses a generic cost function.

I. INTRODUCTION
As IP-based video delivery becomes more famous, the demands places upon the service provider’s resources have dramatically accrued. Service suppliers usually provision for the height demands of every service across the Provider population. However, provisioning for peak demand leaves resources underneath used in any respect alternative periods. This is often significantly evident with Instant Channel change (ICC) requests in IPTV[1]. In IPTV, Live TV is often multicast from servers exploitation IP Multicast, with one cluster per TV channel. Video-on-Demand (VoD) is additionally supported by the service Providers with each request being serve by a server serving a unicast stream When users amendment channels whereas observation live TV, we need to give extra practicality to so the channel change takes impact quickly[1]. For every channel amendment, the user has to be part of the multicast cluster related to the channel, and expect enough information to be buffered before the video is displayed; this may take your time. As a result, there are many makes an attempt to support instan instant channel amendment by mitigating the user perceived channel shift latency. With the typical Instant Channel Change enforced on IPTV systems, the contents is delivered at happen more quickly rate using a unicast stream from the server. The playout buffer is stuffed quickly, and so keeps switching latency little. Once the playout buffer is stuffed up to the playout purpose, the set top box activity back to receiving the multicast stream. Our Aim is in this paper is to take advantage of the distinct workloads of the various IPTV services to higher utilize the deployed servers. It offers opportunities for the service provider to deliver the VoD content in anticipation and potentially out of order, taking advantage of the buffering available at the receivers . Virtualization offers us the flexibility to share the server resources across these services & use a cloud computing infrastructure with virtualization is shifting the resources dynamically in real time to handle the instant channel change workload, b) to be ready to anticipate the amendment within the work before time and preload VoD content on Set Top Boxes, thereby facilitate the shifting of resources from Video on Demand to Instant Channel Change during the bursts and c) to solve a general cost problem of optimization formulation without having to meticulously model every and each parameter setting in an exceedingly data center to facilitate this shifting resources. In a virtualized surroundings, Instant channel change is managed by a group of VMs typically, alternative VMs would be created to handle Video on Demand requests . With the power to spawn VMs quickly [4].
II. BACKGROUND

2.1 Architecture of IPTV System

The IPTV architecture we are implementing this Architecture on. cloud network. fig 2 shows the IPTV Architecture and system components for IPTV systems. The distribution network consists of video servers for every metropolitan space connected through the metro network of internet protocol routers and optical networks to the access network[2]. The access network generally includes a tree-like distribution network with copper or fiber (newer environments) property to the house. In associate example nationwide distribution setting, content is received from the point wherever it’s non inheritable over an Internet Protocol backbone to the IPTV head-end for the metropolitan space at a Video Hub Office (VHO). From now, the video is distributed to subscriber homes within the metro or cloud Network.

1 Content sources & D-Server:

Video content is received from content suppliers either live or from storage (for Video on Demand). The content is buffered at Distribution Servers (D-Server) within the Video hub Office (VHO). A different D-server can be used for each channel; all D-servers share the link to the Video Hub Office, and on average one D-server’s input output capacity is of the order of ~100s of Mbps.

Fig. 2 IPTV Architecture & component [2]
2. Metro Network or cloud network: it connects the VHO to variety of central offices (CO). The Metro network is usually associated with an optical network with vital capability. Downstream of the Central Office are many Digital Subscriber Line Access Multiplexers (DSLAMs).

3. Customer access link: Delivery of IPTV over the “last mile” is also provided over existing loop plant to homes victimization higher-speed phone line technologies like VDSL2. Service suppliers could use a mix of Fiber-to-the Node (FTTN) and phone line technologies or implement direct Fiber-to-the-Home (FTTH) access.

4. Client premises equipment (CPE): CPE includes the broadband network termination (B-NT) and a Residential gateway (RG). The RG is generally an Internet protocol router and is the demarcation point between the service supplier and also the home network.

5. IPTV Client: The IPTV consumer (e.g., Set top Box (STB)) terminates IPTV traffic at the designer premises.

2.2 Unicast Instant Channel Change (ICC)

We are studying ICC for channel changing operation Fig 3 shows the working of ICC whenever user wants to change the channel. When a client connects to the D-server, the Dserver begins unicasting data to the client, starting from an I-frame in its buffer. The D-Server bursts the data at a higher rate than the nominal video bitrate rate. Given this higher unicast rate, the set-top box (STB) buffer fills up faster than the nominal rate at which the multicast stream is transmitted[2]. A multicast “join” is issued by the client after sufficient data is buffered in the playout buffer of the STB so that the buffer does not under-run by the time the multicast join completes and the subsequent multicast stream is received. The unicast stream is stopped once the playout buffer is filled to the desired level. Once the multicast join is successful, the client can start displaying video received from the multicast stream.

![Diagram of Unicast Instant Channel Change Scheme](image)

We consider various cost functions $C(x_1, x_2, \ldots, x_T)$, evaluate the optimal server resources needed, and study the impact of each cost function on the optimal solution.

2.3 Multicast ICC Scheme

We are studying a secondary lower-bandwidth channel change stream corresponding to each channel at the D-server. This stream will consist of I-frames only. Therefore, each channel will now add another IP multicast group called the secondary ICC multicast group that transmits only the I-frames for each channel. The secondary ICC channel change stream is offset by a short time interval so that the secondary stream is delayed in time relative to the primary high quality multicast stream. This enables the client to display the (less than full motion) video of the new channel that the user switches to, while allowing the playout buffer to be filled with the primary multicast stream.
Figure 4 shows the mechanism of the Multicast ICC process:
1. The channel change request for a particular channel results in a multicast join request being issued by the client. A join is issued for both the primary multicast stream as well as the secondary ICC multicast group for the channel change stream obtained by extracting the I frames from the primary stream. With IP multicast, the join progresses as far up the distribution tree as necessary, until it hits an “on-tree” node.
2. The D-server transmits both the secondary channel change stream as well as the primary multicast channel if there is an outstanding channel change event for that channel.

![Multicast ICC channel Scheme](image)

**2.4 Mathematical function**

We investigate linear, Concave and convex cost functions. With convex functions, the price will increase slowly initially and later grows quicker. For concave functions, the cost will increase quickly at first and then flattens out, indicating some extent of decreasing unit prices (e.g., slab or tiered pricing). Minimizing a convex cost function leads to averaging the amount of servers. Minimizing a concave cost results in finding the external points off from the most to reducing the cost. This might result in the system holding back the requests till simply before their deadline and serving them in an exceedingly burst, to induce the advantage of a lower cost due to concave cost function (e.g., slab pricing). The concave optimization problem is optimally solved by finding boundary points within the server-capacity region of the answer area.

We study various cost functions $C(x_1, x_2, \ldots, x_T)$, evaluate the optimal server resources needed, and study the impact of each cost function on the optimal solution.

We think about the subsequent cost functions:

1) **Linear Cost**: $C(x_1, x_2, \ldots, x_T) = \sum_{i=1}^{T} x_i$

   the case where we incur a cost that’s proportional to the total number of servers required across all times.

2) **Convex Separable Cost**: $C(x_1, x_2, \ldots, x_T) = \sum_{i=1}^{T} x_i$

   Where $C(x_i)$ is a convex function, in case when a data center sees an associate increase in cost as the number of servers needed to grows.

   We consider two examples of $C(x_i)$, the component cost function. The 1st is the exponential function, $C(x_i) = \exp(x_i)$.

   The 2nd is a piecewise linear function of the form $C(x_i) = x_i + c(x_i - K)$ where $c, K \geq 0$. This component cost function has per-server cost of unit when $x_i \leq K$, and per-server cost of $1 + c$ thereafter.

3) **Concave Separable Cost**: $C(x_1, x_2, \ldots, x_T) = \sum_{i=0}^{T} C(x_i)$,

   with component cost $C(x_i)$ a concave function. This part value perform has per-server cost diminishes as the number of servers grows.

4) **Maximum Cost**: $C(x_1, x_2, \ldots, x_T) = \max_{i=1}^{T} x_i$

   This cost function penalizes the highest capacity that which will required to using the incoming sequences of requests.

**2.5 Advantages of cloud Based IPTV System**

In Virtualized cloud Based system there is more workload so reducing workload we are designing the Group Of Picture is to secure the transmission of huge amount of data over the unreliable channel e.g. internet.
wireless channels etc. Software will hide text document in container video file[3]. Appropriate container video file must be selected such that it would be feasible to transmit over internet as such video file requires large bandwidth. The software must hide large amount of data. The software must encrypt the data before hiding it into container media file. Message hiding should be such that hidden message must intercept table so the system gives following Advantages -

1. Live TV Controller
Rewind, pause, play while watching television broadcast due to that it is called triple play.

2. Video-On-Demand
IPTV technology is bringing video-on-demand (VoD) to television, which permits a customer to browse an online program or film catalog, to watch trailers and to then select a selected recording.

3. Interactivity
An IP-based platform additionally permits vital opportunities to form the TV viewing expertise a lot of interactive and customized. The provider program guides that enables viewers to go looking for content by title or actors name, or a picture-in-picture practicality that enables them to channel surf without departure the program observation.

4. Economics
However, because video streams need a high bit rate for for much longer periods of your time, the expenditures to support high amounts of video traffic are abundant bigger.

5. IPTV primarily based Converged Service
Another advantage of an IP-based network is that the chance for integration and convergence. this chance is amplified once exploitation IMS-based solutions.[6] Con-verged services implies interaction of existing services in an exceedingly seamless manner to form new worth side services. One example is on-screen display, obtaining display on a TV and also the ability to handle it (send it to voice mail, etc.). IP-based services can help to modify efforts to supply customers anytime-anywhere access to content over their televisions, Personal Computers and cell phones, and to integrated services and content to them along at intervals businesses and establishments, IPTV eliminates the requirement to run a parallel infrastructure to deliver live and hold on video services.

6. Ease of installation and operation.

7. Competitive pricing.

III. CONCLUSION
We studied however IPTV service suppliers will leverage a virtualized cloud in-frastucture and intelligent time-shifting of load to higher utilize deployed resources. Time shifting reduces the workload as well Instant Channel Change and VoD delivery as examples. we studied that we will benefit of the distinction in workloads of IPTV services to schedule them befittingly on virtualized infrastructure, formulate to developed as a general optimization problem and computed the quantity of servers needed in line with a generic value operate. We studied multiple forms for the value operate (e.g., min-max, convex and concave) and solved for the best variety of servers that are needed to support these services while not missing any deadlines.
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ABSTRACT:
Identifying the same document is the task of near-duplicate detection. Among the near-duplicate detection algorithms, the fingerprinting algorithm is taken into consideration using in analysis, plagiarism, repair and maintenance of social softwares. The idea of using fingerprints is in order to identifying duplicated material like cryptographic hash functions which are secure against destructive attacks. These functions serve as high-quality fingerprinting functions. Cryptographic hash algorithms are including MD5 and SHA1 that have been widely applied in the file system. In this paper, using available heuristic algorithms in near-duplicate detection, a set of similar pair document are placed in a certain threshold, an each set is indentified according to being near-duplicate. Furthermore, comparing document is performed by fingerprinting algorithm, and finally, the total value is calculated using the standard method.

Keywords: Near-Duplicate Detection, Fingerprinting, Similarity, Heuristics, Shingle, Hash, Random

I. INTRODUCTION
Fingerprinting and watermarking in relational database, is used in order to protect copyright, tamper detection, traitor tracing and keep data integrity. Since the web is full of copied content so, detection duplicate documents is difficult. One of the methods that is used for detecting repeated, is the last editing which is done on the document and, the exact solution can be found by fingerprinting method, and its duplication is detectable. Near-duplicate is also used in many documents of the World Wide Web. Among negative effects on Web search engines can name storage space, waste indicators, and results of the same writings cluttered and plagiarism which are the results of repetition. Aside from the deliberate repetition of content, copying is done randomly in companies, universities or different departments that store documents. A Possible solution for solving the problems mentioned is that reliable knowledge to near-duplicate must be existed.

φ(D, dq) ≥ 1 - ε with 0 < ε < 1
So that φ in the interval [0, 1] is considered as a similarity function. However, to achieve comprehensiveness each pair of documents must be analyzed. According to that is Dq C d, the comparison of φ (| d |) is needed [1]. The main idea of the similarity between two document dq, d is using of fingerprinting that fingerprint Fd is a set of numbers k from d, on the other words, if we have two document fingerprinting by Fd and Fdq, and dq, d have near-duplication , then the similarity of two documents is estimated as follows via the Jaccard coefficient. (The numbers k that has subscription can be k ≤ k):

φ(D, dq) ≥ 1 - ε with 0 < ε < 1  ls close to → |FdnDq| |FduDq|

The meaning of fingerprints community is that all documents are in D, in fact X → μ (X), Fd → D. The inverted file index must be X ∈ Fd.In other words, X, is included all documents, and also μ (X) is the Postlist of X. To document dq with fingerprinting Fdq, now the collection Dq ∈ D includes documents that contain at least K. Postlist but provided that X ∈ Fdq and μ (X) is existed. If (Dq) includes all the documents, Fdq shares fingerprints for the minimum number K, according to the (Dq) is as a heuristic approximation of the function Dq recovery depends on the construction of fingerprinting, it is calculated as follows:

req= ∑q |Dq| Dq , Pre= ∑q |Dq| Dq
II. MATERIALS AND METHODS

2.1. Construction of fingerprinting

A piece of document into a sequence of n words can be cascaded as Cd. Cd is a collection of all different patches of documents which its size measures form |d| - N and in time o(|d|) is measurable Provided that c ∈ cd and c are one
dimension qualifier with a non-zero weight. Three steps in the construction of fingerprinting must be understood [1]:

2.1.1. Dimensions reducing with mapping are realized

This algorithm selects the dimensions of the previous dimensions so that, d is unchangeable and $\tilde{d}$ is for reducing the vector. The algorithm is modified in d mode and additional information may be deleted until it would be possible.

2.1.2. Counting vector (quantization) of d elements

It contains a finite number of integers d.

2.1.3. Calculation coding of one or more d” code which eventually led to the d be fingerprinted

Fingerprinting algorithms primarily are different, and are used in the reduced dimensions method [2].

Figure 1 shows the organization of fingerprinting algorithms construction method.

![Figure 1: Structure of fingerprints [1].](image)

2.2. Mapping to decrease the dimensions

Fingerprinting for Fd as follows:

$$Fd = \{h(c) \mid c \in cd \text{ and } \sigma(c) = \text{true}\}$$

$\sigma$ denotes the heuristics selection to reduce the dimensions that are correct and the condition is satisfied in it, and it would be realized as a piece of document with special characteristics. In this algorithm, h represents a hash function like Rabin's and MD5 algorithm that hash function acts as quantization. Purpose of $\sigma$ is selecting pieces of document for fingerprints to identify near duplicated documents that are reliable and suitable [1].

2.3. Embedded dimension reduction

The fingerprinting is based on embedding Fd which normally made to a document called similarity hashing that unlike function hash is standard. Its goal is to minimize the number of hash collisions. The hash function is $h: D \rightarrow U, U \in \mathbb{N}$ and also $\varphi(d, dq) \geq 1$ if $(d, dq) \in D$. In order to make fingerprinting Fd in d document, a limited number of k models that have used the function h, must form:

$$Fd = \{h_{i} \mid i \in \{1, \ldots, k\}\}.$$  

In Figure 1 you can see two types of similarity hash functions that based on the random techniques calculations are done. Similarity hash functions are computed by using hash code. Construction of fingerprinting depends on the length of the document d that must be analyzed at least once, which have the same complexity in all methods, but with each number of fingerprinting, a query FD document is achieved for document. Therefore, the execution time of retrieving fingerprints is depends on K and its construction method has two steps: 1. the method that fingerprinting according to the size of the document raises the length of document. 2. The method that k is independent of |d| [1].
III. HEURISTIC ALGORITHMS FOR DETECTING NEAR- DUPLICATE

Today, about 30% of the documents in the web are repeated. According to the same document are more similarities to each other but just in content is the same content. As is clear, duplication and near- duplication of web pages causes problems for search engines, which makes the Users unsatisfied. This requires the creation of efficient algorithms for computing repeated clusters which the goal is to find duplicate clusters. For this purpose, two syntactic and lexical approaches are applied. In syntactic approach only the syntactic structure of documents are examined. This means that the meaning of words contained in the documents is not reviewed, and just the existing of the same words without attention to the meaning, of them is sufficient for announcing duplication in documents. One of the reasons for increasing documents and similar availability in the Web is easily access to data in web and the lack of semantic method in detection the same availabilities. Also, the decision about the reliability of these documents, when a different version of it with the same content is available, it will be difficult. Every key word in a document and a query user may have different meanings. Therefore, only apparent similarity measurement of documents cannot give the best results to the user query. Most of the current approaches are based on the words semantic properties, such as the relationship between them. Therefore, needed to use semantic in purpose of meaningful comparison in identifying similar documents is feeling [2,13]. Algorithms that are adaptive with intelligent technology, and use heuristic approaches (heuristics) are shown in Figure 2. Among these algorithms:

3.1. SPEX

The basic idea of SPEX operations is that we can show uniquely each sub-segment from a certain piece, and then the whole piece is unique [3].

3.2. I-Match

This algorithm calculates inverse document frequency weighting in order to extract words. Algorithm I-Match, proposes an algorithm based on (multiple random lexicon) that even to improve the reminder a single sign may also be used [3].

3.3. How to Shingle

Shingle way out is one of the old syntactic approaches, that in order to compute the similarity between two documents was proposed by "Broder". He pointed to this fact none of the criteria for measuring the distance between the strings measurements are discussed, for example, Hamming distance and edit distance cannot consider duplication so well. In Shingle method each document is broken to overlap pieces that are called «Shingle». In this method Shingles do not rely on any linguistic knowledge except converting document into a list of words. Every text in this way is considered as a sequence of symbols. Every symbol can be a character, word, sentence or paragraph of text. There are no restrictions on the choice of symbol or text units, except that the signs or symptoms of text must be countable. Before any operation, it is assumed that each document using a parser program is converted to a canonical form.

The canonical form is the form in which additional information that may not be of interest, such as punctuation, mark and tags of HTML are removed and then the text will consist of a sequence of symbols. After preprocessing the document, a list of all Shingles and documents that have appeared in it, is prepared. At this stage, documents are converted into binary that the first value is Shingle itself and the second value is document identifier in which it appears. Shingle size selection usually depends on the desired language and is proportionate to the average length of words in that language. The next stage generates a list of all documents that have common Shingle; the number of shared Shingles is also recorded in this stage. In fact the input to this phase is an ordered list < amount of Shingle and document identifier > and the output is a ternary form < the number of common Shingle and the first document identifier and the second document identifier >. Then the ternary based on the first document identifier are merged and sorted, at last the total number of common Shingles of two documents regarding the measure similarity of the proposed relationships are reviewed. If the similarity is greater than the threshold, two documents are considered as the equivalent and finds it almost duplicated.

Relationships can help to reduce the allocated space has been sampled from a set of Shingle. Also, we can attribute a length1 specific identifier to every Shingle. This mapping is usually done by Rabin fingerprints , the choice of the length 1 is very important because considering the length less than 1 increases the risk of collision and greater than 1 increases the storage space [4, 5].
3.4. Shingle Method with large size

Shingle method with large size, is re-Shingling of Shingles. In fact, in this method at first, the Shingle method outlined in the previous section on applies to any document. Then abstract obtained on a Shingle is sorting and re-arranged method applies on sorting Shingles. In other words, in this way every text is displayed by Shingles with large sizes. In this way, having just one Shingle with large size common is almost sufficient for announcing two documents duplicated. Have a Shingle with equal large size in the two documents is defined as having a common Shingle sequence [6].

In this method in contrast to conventional Shingle methods, there is no need to be collected and counted common Shingles. So, this method for comparing similarities to normal Shingle is simpler and more efficient. But the problem is that this method does not work well for small documents, because it is difficult to prepare Shingle large size of a small document and doesn’t have the usual accuracy Shingle. In addition, this method is not able to identify the scope [4]. However, this method before re- Shingle, arranges existing Shingle. Indeed, this is a sampling of available Shingle. It should be noted that both methods have high positive error [6].

3.5. Hashed breakpoints

According to that hashed value is significant breakpoints for searching; large collections of documents can be used. Each word in its hash value (for example, the total number of ASCII in words) is divided into n parameters [7].

3.6. Winnowing

This algorithm is for selecting strings hash fingerprint for k gramme. Winnowing selects a document that has little similarity with other documents. If the sub-strings have similarity, a threshold guarantee for similar items is considered. Winnowing procedure at each step selects the minimum hash value [8].

3.7. Random (random design)

This algorithm is used the cosine similarity relationship between the array of words. This algorithm produces an array of binary with m bits to represent documents. The way it works is that each unique word in the target document is written to a random m-dimensional array, where each element randomly is chosen from [-1,1]. Then all of the generated random arrays of words in the document of the previous stage are added together. The m-dimensional array is produced from results that are accumulated before. Now, with each array element if its value is positive, one element, and if the value is negative, zero element is located instead. Random sampling needs $\Omega(n)$ to provide exact estimates. When the size of the data set increases, the accuracy of the random projection method algorithm greatly reduced. This is because, random sampling of pairs showing almost a zero proliferative. It is expected because when the size of the data set will increase, the size of the random sample does not alter and the probability that pairs of proliferative appear in random samples is reduced. While dataset is large and sample size is small, it is very likely that almost any pair of samples is not protected. These conditions, even when the data set contains less pairs that are almost duplicated, will be worsening [9]. This is the point where this method in comparison with the Shingle often has less positive error rate. Ignoring other words, the number of occurrences of words and their weights is the problem of this approach [10].

3.8. The independent permutation procedure (min-wise)

As noted above, calculating the similarity between two documents which the size of Shingle set is large is difficult. Min-wise independent permutation algorithm to solve this problem was proposed by Broder. In this algorithm, the degree of similarity between the hashed values is calculated with Jaccard relationship. The procedure of this algorithm is that any set of Shingle is mapped into m-dimensional array that m is much smaller than the actual number of symbols in a document. In this process, m different hashed function with the names of h1, hm, are produced and will be applied to all Shingle. If the final document displays with $S(n) = \{s_1, s_2, \ldots, s_n\}$, $J_{hm}$ element of this set can show the lowest level hash of previous stage [11].

3.9. Locality Sensitive Hashing Algorithm (LSH)

In method LSH some hash function is used to determine similar documents. The procedure is that first hash functions are classified to k Triad bands in other words, each band consists of k hash functions. All hash functions applied to the input document and the result is stored in each respective band. The hash function is specified for each band and for each pair of documents which are identical to each other. In LSH hash functions in order to combine the results of conditions two approaches are introduced which are known as AND-OR and OR-AND. The method of hash functions into an AND-OR bond with each other AND the results are the output of the AND for each band are the documentation of those couples that like all the bands are known as hash functions. Then the results of different bands are OR together. As a result, the output is each pair that at least by a band of almost duplicated is known [12]. Since the similarity search is an important research issue which is different in application programs for example, media companies such as broadcasters and newspapers are
constantly your pictures and videos uploaded to a repository of multimedia the issue of copyright is one of its main concerns. If the near-duplicated versions are retrieved and reported to the users, the pirated versions are diagnosed quickly. So if new documents are illegal the user must terminate the process of uploaded. Although much research has been done in the context of similarity search, it is still a challenge and to accelerate the search process, in view of N-dimensional similarity space is needed. However, plenty of LSH from space to achieve fast query response is needed. Sim pair LSH is a new approach to speed up the basic LSH method that uses the same parts. Sim pair LSH is better way than LSH because it requires less memory cost [14].

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Runtime Construction</th>
<th>Chunks length</th>
<th>Finger- print size</th>
<th>Chunk index size</th>
</tr>
</thead>
<tbody>
<tr>
<td>rare chunks</td>
<td>$O(d)$</td>
<td>$n$</td>
<td>$O(d)$</td>
<td>$O(d \cdot</td>
</tr>
<tr>
<td>SPEX $(0 &lt; r \leq 1)$</td>
<td>$O(d)$</td>
<td>$O(\sqrt{d})$</td>
<td>$n$</td>
<td>$O(d \cdot</td>
</tr>
<tr>
<td>1-Match</td>
<td>$O(d)$</td>
<td>$O(k)$</td>
<td>$d$</td>
<td>$O(k \cdot</td>
</tr>
<tr>
<td>shingling</td>
<td>$O(d)$</td>
<td>$O(k)$</td>
<td>$n$</td>
<td>$O(k \cdot</td>
</tr>
<tr>
<td>prefix anchor</td>
<td>$O(d)$</td>
<td>$O(d)$</td>
<td>$n$</td>
<td>$O(d \cdot</td>
</tr>
<tr>
<td>hashed breakpoints</td>
<td>$O(d)$</td>
<td>$O(d)$</td>
<td>$E[</td>
<td>d</td>
</tr>
<tr>
<td>winnowing</td>
<td>$O(d)$</td>
<td>$O(d)$</td>
<td>$n$</td>
<td>$O(d \cdot</td>
</tr>
<tr>
<td>random</td>
<td>$O(d)$</td>
<td>$O(k)$</td>
<td>$n$</td>
<td>$O(k \cdot</td>
</tr>
<tr>
<td>one of sliding window</td>
<td>$O(d)$</td>
<td>$O(k)$</td>
<td>$n$</td>
<td>$O(k \cdot</td>
</tr>
<tr>
<td>super- / megasharding</td>
<td>$O(d)$</td>
<td>$O(k)$</td>
<td>$n$</td>
<td>$O(k \cdot</td>
</tr>
<tr>
<td>fuzzy-fingerprinting</td>
<td>$O(d)$</td>
<td>$O(k)$</td>
<td>$d$</td>
<td>$O(k \cdot</td>
</tr>
<tr>
<td>locality-sensitive hashing</td>
<td>$O(d)$</td>
<td>$O(k)$</td>
<td>$d$</td>
<td>$O(k \cdot</td>
</tr>
</tbody>
</table>

Figure 2: (complexity of NDD algorithms) [1].

IV. ASSESSMENT

Wikipedia by evaluating sets concludes when evaluating of near-duplicate detection methods face the problem for choosing, in standard companies such as TREC or Reuters resemblance is reduced exponentially. It means, documents from the high percentage of very low at similar low percentage of intervals with high similarity are changed. As Figure 3 that shows this feature is shown in Reuters. Figure 3 shows the great size of Wikipedia. The similarity distribution of Reuters and Wikipedia are in conflict with each other.

Figure 3: Diagram of the evaluation Wikipedia and Reuters [1].

Figure 4 shows too much similarity universality for fuzzy fingerprint this technique can be used to authenticate and identify that is sensitive to the location of hash and has a significant amount of breakpoint [1].
Fingerprinting algorithms are algorithms that are used to detect near-duplication. Wikipedia articles that are regularly listed at the beginning of the address, analyze fingerprinting algorithms of 7 million pairs of documents. And strategies like the first version of each article as a document puts dq search, and compared with other versions it is the first paper that to be replaced. Also near-duplication improves the reliability and accuracy of the assessment (Fig. 4). The results show that pairs of documents that are similar, put into a certain threshold and each set is identified according to the near-duplication. And finally comparison is done by the fingerprint algorithm then the value of integrity using standard methods is computed. The aim is to reduce the ambiguity of user interface. Of course by near-duplication grouping and clustering can hide contents into the cluster.

Near-duplication detection is usually done by the search engines on the Web to confirm the approximate fingerprinting, a set of fingerprints that is generated for each document and is used to detect similar documents [1].

The idea of using fingerprints is for identifying duplicates like cryptographic hash functions that are secure against harmful attacks. These functions serve as a high-quality fingerprinting functions. Cryptographic hash algorithms, including MD5 and SHA1 are widely used in the file system. These algorithms are used for data accuracy, and any changes are identified, also approximate fingerprinting detects similar files in a large file system. Fingerprinting normally is used to avoid comparison and transfer great data. In order to realize that remote file browser or proxy server has been modified or not, by fingerprinting and comparison with the previous version, this goal is reached. In other words, virtual fingerprinting is unable to identify a file.

V. FUTURE WORK

Hash method is a new design for almost the same documents. According to data mining techniques that today are used, times of query is significantly improved, using a combination of heuristic methods and techniques including fingerprinting data encryption technique mining the number of comparisons can be minimized.

VI. RESULTS

Fingerprinting and Secrecy algorithms in the relational data base are used in order to protect documents against copyright, and because the reliable identify to near-duplicate documents must be existed so, run time is high. Also near-duplicated of the web pages on the search engines have a combination of problems including user dissatisfaction. For this reason, heuristic algorithms such as: SPEX, Shingle off, Shingle large size, hashed breakpoints, Winnowing, Random, min-wise are used. By comparison that is done between Wikipedia and Reuters; the similarity between documents exponentially is decreased. It was shown that the distribution of similarities Reuters and Wikipedia are in conflict with each other. Cryptographic hash algorithms for data verification are used to identify any changes. Also approximate fingerprinting detects similar files in a large file system. Thus, the results show that a set of documents that are similar pairs are placed at a certain threshold, and each set according to near-duplication is identified. And finally comparison is done by the fingerprint algorithm then the value is calculated using the standard method.
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ABSTRACT

Class-D amplifiers operate by converting an audio input signal into a high-frequency square wave output, whose lower-frequency components can accurately reproduce the input. Their high power efficiency and potential for low distortion makes them suitable for use in a wide variety of electronic devices. By calculating the outputs from a classical class-D design implementing different sampling schemes we demonstrate that a more advance method, over the double Fourier series method, which is the traditional technique employed for this analysis. This paper shows that when natural sampling is used the input signal is reproduced exactly in the low-frequency part of the output, with no distortion. Although this is a known result, our calculations present the method and notation that develops the classical class-D design is prone to noise, and therefore negative feedback is often included in the circuit. Subsequently we incorporate the Fourier transform/Poisson Re-summation method into a formalised and analysis of a feedback amplifier. Using perturbation expansions we derive the audio-frequency part of the output, demonstrating that negative feedback introduces undesirable distortion.

KEYWORDS: class D, natural sampling, regular sampling, Fourier analysis method re-summation

I. INTRODUCTION

Amplifiers are used increasingly in our every day appliances. In many of the applications efficiency is highly desirable to reduce power consumption. This is important not only from an environmental and cost perspective, but also to maximize battery life on portable devices. Traditional audio amplifiers can achieve efficiencies only in the region of 65-70%, whereas class-D amplifiers can achieve over 90% efficiency [1, 2]. Their high power efficiency, and dissipation less energy is dissipate, there is no need for a large heat sink, means they are suited for use in very small devices, or those where a long battery life is essential, e.g. mobiles, laptops, hearing aids and MP3 players, as well as home sound systems. The key feature of class-D amplifiers that provides such high efficiency is that they are switching amplifiers. This means that their output is a high-frequency square wave that alternates between two voltages. While efficiency is desirable, it is also vital that the amplifier output has low distortion. Theoretically a classical class-D amplifier is able to reproduce an input signal with no distortion at all. It has long been known that this is the case if a sinusoidal signal is input [3], and has been shown more recently for a general input signal [4]. Class-D amplifiers have been implemented commercially. Since the transistors were readily available in the early 1990s [5].

Fig:1 block diagram of class D amplifier
Counter-intuitive though it may seem, the square wave output from class-D amplifiers can reproduce a sound free from distortion, and in a highly efficient manner. A high frequency square wave is the most efficient output, much more efficient than a slowly varying output signal where a lot of energy would be dissipated as heat.

In order to understand how the square wave output from the amplifier provides low distortion, it is important to examine the performance of amplifier is used. Class-D amplifiers are used in the output stage (see figure 1). A pre-amplifier first increases the amplitude of the low-amplitude analogue audio signal. The signal, now at the required amplitude for playback, then passes through a class-D amplifier, which converts the signal into a more efficient form (a square wave) for playback. The square wave then passes through a filter and a loudspeaker, which plays the final output signal in its amplified form. Therefore, rather than to increase amplitude, the aim of a class-D amplifier is to convert the input signal into a square wave that represents the input signal. To do this, a class-D amplifier creates a square wave whose width varies according to the input signal, via a process called pulse width modulation (PWM)[3,7]. The way this process is carried out is important because after filtering, the output should ideally equal the signal input to the class-D amplifier. When PWM is used, a relatively low-frequency input signal is compared with a carrier wave of much higher frequency to create a high-frequency square wave that switches between voltages +V and −V. The widths of the pulses in this resulting

![PWM cycle swing between +V to −V](image)

Thus the pulse width modulated square wave is composed of low-frequency components related to the input signal, and high-frequency components related to the carrier wave. The square wave is then passed through a filter where the high-frequency components are attenuated, while the low-frequency components are allowed to pass through relatively unchanged. These low-frequency components constitute the final output, which is as close to the original input signal as possible. The duty cycle of this square wave is defined as the ratio between the length of time the wave is at +V and the period of the carrier wave. An ideal square wave, which is at +V for half of the period and −V for the remaining half, has a 50% duty cycle. Therefore we see that when PWM is used it is the duty cycle of the square wave output which varies according to the input signal. The typical frequency ranges are 80-250 kHz for the carrier wave [1], and 20Hz-20 kHz for the input signal [6]

**Experimentation**

The classical class-D Amplifier design is known to reproduce the input signal exactly in the low-frequency part of the output with no distortion [1,7]. However, this simple design is susceptible to noise, for example due to non-ideal components, or variation in the carrier wave [8]. For this reason, negative feedback is often implemented in class-D designs. Negative feedback allows the output to be “fed back” into the circuit, in order to achieve a final output that is closer to the input signal. While negative feedback reduces noise in the circuit, it does however introduce distortion [7]. In order to investigate class-D amplifiers, it is therefore essential to analyse the square wave output produced by PWM. However, it is not straightforward to achieve this because, even for a periodic or quasi-periodic input, the output is only quasi-periodic, we calculate the pulse width modulated output from a classical class-D amplifier, and show that the input signal can be reproduced exactly in the theoretical output[8,9]. The method of calculating output, in order to highlight the advantages of the second. The first method we implement is the double Fourier series method [3]. Natural sampling and regular sampling (which is sometimes referred to as uniform sampling) are two commonly used methods of sampling[11] which is the most commonly used. However, the approach is unnecessarily complex and it is circuitous, though possible, to extend the method to more advanced modulation schemes [12, 13], which is simpler and can be adapted easily to investigate other modulation schemes.
II. ANALYSIS

Natural sampling and regular sampling (which is sometimes referred to as uniform sampling) are two commonly used methods of sampling. We now show how these methods can be implemented to create a pulse width modulated square wave output, $g^*(t^*)$, that alternates between $+V$ and $-V$. The switching times of $g^*(t^*)$ are determined by the intersection of the input signal $s^*(t^*)$ with a high-frequency carrier wave $v^*(t^*)$ of period $T$ and (angular) frequency $\omega^c = 2\pi/T$ the carrier wave can be defined in different ways, according to the type of modulation required, as we shall see below. When natural sampling is used, the switching occurs when $s^*(t^*) + v^*(t^*) = 0$. When regular sampling is used, the input signal is sampled at a fixed time in each carrier wave period, and the switching occurs -when this sample equals minus the carrier wave. For example, if the input signal is sampled at the beginning of each carrier wave period, when $t^* = nT$, the switching occurs at a time $t^*$ later in that carrier wave period when $s^*(nT) + v^*(t^*) = 0$.

It is possible to use either single-edge or double-edge modulation. When single-edge modulation is used, only one edge of the square wave output is determined by the input signal, the other edge occurs at a fixed time. The leading edge of the square wave is defined as the one that switches from $-V$ to $+V$, and the trailing edge is defined as the one that switches from $+V$ to $-V$.

If leading-edge modulation used, the leading edge is determined by the input signal and the trailing edge remains fixed. If trailing-edge modulation is used, then its edge is determined by the input signal and it remains fixed[14]. For single-edge modulation the carrier wave is a sawtooth wave with period $T$, where for leading-edge modulation it is defined to be

$$v^*(t^*) = -V + \frac{2V}{T} (t^* - nT) \text{ for } nT < t^* < (n+1)T,$$

-----------------------(1)

$$v^*(t^*) = V - \frac{2V}{T} (t^* - nT) \text{ for } nT < t^* < (n+1)T,$$

-----------------------(2)

Equation for leading edge and trailing edge input signal.

![Fig.3: modeling for trailing edge or leading edge class D amplifier](image)

4.1 Equation basis analysis

A classical model of class-D amplifier, as depicted in figure 3. The input signal $s^*(t^*)$ is first added to a carrier wave $v^*(t^*)$. The resulting voltage, $s^*(t^*) + v^*(t^*)$, is fed into a comparator that produces a square wave output, $g^*(t^*)$, defined by equation (3) as

$$g^*(t^*) = \begin{cases} 
-V & \text{for } s^*(t^*) + v^*(t^*) < 0 \\
+V & \text{for } s^*(t^*) + v^*(t^*) > 0.
\end{cases}$$

-----------------------(3)

Where appropriate you should overtype the different fields When natural sampling is used, the switching occurs when $s^*(t^*) + v^*(t^*) = 0$. When regular sampling is used, the input signal is sampled at a fixed time in each carrier wave period, and the switching occurs when this sample equals minus the carrier wave. For example, if the input signal is sampled at the beginning of each carrier wave period, when $t^* = nT$, the switching occurs at a time $t^*$ later in that carrier wave period when $s^*(nT) + v^*(t^*) = 0$. 


Natural and regular sampling has been investigated extensively, and it is well documented that natural sampling produces less distortion than regular sampling. This has been shown for a general input signal [4], and has also been verified for particular input signals, [15–19]. Investigate this classical class-D amplifier design for a sinusoidal input signal, defined to be

\[ S^*(t^*) = S_0 V \sin \omega^* t^* \]  

The carrier wave is therefore a sawtooth wave defined by equation (4) and figure 3, and we apply natural and regular sampling as depicted in figure 3. The square wave \( g^*(t^*) \) switches from \(-V\) to \(+V\) at times \( t^* = nT + \beta^*_n \) and from \(+V\) to \(-V\) at times \( t^* = nT \), and therefore we may write

\[ g^*(t^*) = \begin{cases} 
  -V & \text{for } nT < t^* < nT + \beta^*_n \\
  +V & \text{for } nT + \beta^*_n < t^* < (n + 1)T.
\end{cases} \]  

When natural sampling is used, the leading-edge switching occurs when \( s(t) + v(t) = 0 \). Thus for natural sampling we have

\[ \beta_n = \frac{1}{2}(1 - s(n + \beta_n)). \]  

(5)

When regular sampling is used, the input signal is sampled at the beginning of each carrier wave period, \( t = n \). The leading-edge switching occurs when \( s(n) + v(t) = 0 \). Thus for regular sampling we have

\[ \beta_n = \frac{1}{2}(1 - s(n)). \]  

(7)

An effective way to analyse the output resulting from particular sampling scheme is to plot the spectrum, i.e. plot the magnitude of the amplitude of each coefficient \( Gmn \) in the output against its frequency \( \omega \). By plotting and comparing the spectra of different sampling schemes we can see clearly what the components of each output are, and their magnitudes, and so determine which sampling scheme produces the output with lower distortion.

The spectrum for regular sampling is plotted in figure 4 next to the spectrum for natural sampling. Note that to plot both spectra on the same graph we have shifted the spectrum for regular sampling to the right by 0.05, so that, for example, the black peak that appears at \( \omega = 0.3 \) is actually the peak that corresponds to \( \omega = 0.25 \).

It is seen from figure 4 that the only component in the low-frequency part of the natural sampling spectrum is exactly the input signal, whereas for regular sampling the input signal harmonics of the input signal appear in the low-frequency part of the output. These harmonics can be seen more clearly in figure 4 where we plot only the low-frequency part of the output. Thus comparing the low-frequency parts of the spectra for natural and regular sampling, it is obvious that the output resulting from regular sampling contains much more distortion.
than that from natural sampling, which contains no distortion. Outside the low-frequency part of the spectrum, the outputs from both sampling schemes comprise peaks at multiples of the carrier wave frequency as well as lower amplitude peaks (called side-bands) concentrated around multiples of the carrier wave frequency. Note that we have chosen to plot the spectra up to $\omega = 16$ in figure 5 merely so that the low-frequency part of the spectra, as well as the peaks at $\omega = 2\pi$ and $\omega = 4\pi$ (i.e. at the carrier wave frequency and at twice the carrier wave frequency) and their corresponding sidebands, can be seen clearly. In addition there are peaks at, and sidebands around, all larger multiples of the carrier wave frequency, as can be determined from the natural and regular sampling output formulae. There are minor differences in the amplitudes of these peaks outside the low-frequency part of the spectrum for regular sampling compared with natural sampling, but these are irrelevant as they will be attenuated by a low-pass filter.

Fig. 5 spectrum of low frequency PWM

III. DISCUSSION

The response of the design is determined the outputs from a classical class-D amplifier when a sinusoidal signal is input and leading-edge natural or regular sampling PWM is used to create the square wave output. For natural sampling, the input is reproduced exactly in the output, and there are no other terms in the low-frequency part of the output, and so the input signal can be reproduced with no distortion. For regular sampling, the input signal is reproduced with distortion and harmonics of the input signal appear in the low-frequency part of the output, and so the amplifier output is a distorted version of the input signal. Although natural sampling provides better distortion performance than regular sampling, it is only suited to some applications. The equations for the natural sampling switching times are implicit, and so natural sampling is often used in analogue applications, but is difficult to implement digitally [16].

The equations for the regular sampling switching times are explicit and so this sampling scheme is commonly used in digital applications. This motivates us to investigate sampling schemes that aim to provide low distortion, like natural sampling, whilst being simple to use in digital applications, like regular sampling. The calculated outputs for the two sampling schemes first using the commonly used double Fourier series method, and then repeated the calculations using the Fourier transform/Poisson Re-summation method, in order to illustrate the advantages of the latter method. When the comparison of the two methods for natural sampling, it is easy to see that the latter method is simpler and quicker to implement. Not needing to introduce two separate timescales to the problem and using the Poisson resumption formula shortens the calculation considerably. In addition, it is possible to demonstrate via the Fourier transform/Poisson resumption method for a general input signal that the low-frequency part of the output for natural sampling is exactly the input signal, which is not possible via the double Fourier series method. Both methods require adaptation to examine the output resulting from regular sampling. However, using the double Fourier series method, an additional change of variables is required to solve the problem, making the method unnecessarily complex. The alteration to the Fourier transform/Poisson re-summation method is to take the Fourier transform, which is simple to invert later. This change ensures that the equations for the switching times are used in their explicit form. Each method requires separate consideration of particular frequency components, though using the Fourier transform/Poisson re-summation method this can be done quickly, especially in the natural sampling case. The Fourier transform/Poisson re-summation method has considerable advantages over the double Fourier series method. It is shorter and simpler to use, as well as being more easily adaptable to different sampling schemes.
It enables easy comparisons between existing modulation and sampling techniques, as well as mathematical analysis of new or complex strategies that so far have not been tackled.

IV. CONCLUSION

With the detailed result analysis considered, the PWM process and investigated the methods by which pulse width modulated square waves can be analyzed. The two different approaches to analyzing the pulse width modulated output created by a classical class-D amplifier. The double Fourier series method, which is the conventional technique, was shown to be unnecessarily complex. We demonstrated that the Fourier transform/Poisson resumption method is simpler and quicker to implement, as well as being easier to adapt to different sampling schemes, in the analysis of the classical class-D amplifier, it determined that, if natural sampling is used, the low-frequency part of the output is exactly the input signal. However, the classical design is susceptible to noise, and negative feedback is often included in the circuit to counter this problem. We devote the rest of the investigation of negative feedback designs, and incorporate the Fourier transform/Poisson resumption method into each model.
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ABSTRACT:
In this paper we introduce new domination parameter with real life application called neighborhood triple connected domination number of a graph. A subset S of V of a nontrivial graph G is said to be a neighborhood triple connected dominating set, if S is a dominating set and the induced subgraph <N(S)> is a triple connected. The minimum cardinality taken over all neighborhood triple connected dominating sets is called the neighborhood triple connected domination number and is denoted by γntc(G).

We investigate this number for some standard graphs and find the lower and upper bounds of this number. We also investigate its relationship with other graph theoretical parameters.

KEY WORDS: Neighborhood triple connected domination number
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I. INTRODUCTION

By a graph we mean a finite, simple, connected and undirected graph G(V, E), where V denotes its vertex set and E its edge set. Unless otherwise stated, the graph G has p vertices and q edges. Degree of a vertex v is denoted by d(v), the maximum degree of a graph G is denoted by Δ(G). A graph G is connected if any two vertices of G are connected by a path. A maximal connected subgraph of a graph G is called a component of G.

The complement  of G is the graph with vertex set V in which two vertices are adjacent if and only if they are not adjacent in G. We denote a cycle on p vertices by Cₚ, a path on p vertices by Pₚ, and a complete graph on p vertices by Kₚ. A wheel graph Wₙ of order n, sometimes simply called an n-wheel, is a graph that contains a cycle of order n-1, and for which every vertex in the cycle is connected to one vertex. A tree is a connected acyclic graph. The complete bipartite graph with partitions of order |V₁|=m and |V₂|=n, is denoted by Kₘₙ. A star, denoted by K₁,p-1 is a tree with one root vertex and p – 1 pendant vertices. A bistar, denoted by B(m,n) is the graph obtained by joining the root vertices of the stars K₁,m and K₁,n. The friendship graph, denoted by Fₙ can be constructed by identifying n copies of the cycle C₃ at a common vertex. A helm graph, denoted by Hₙ is a graph obtained from the wheel Wₙ by joining a pendant vertex to each vertex in the outer cycle of Wₙ by means of an edge.

The cartesian graph product  is sometimes simply called the graph product of graphs G₁ and G₂ with disjoint point sets V₁ and V₂ and edge sets E₁ and E₂ respectively. The graph with point set V₁ × V₂ and adjacency relation (u₁, u₂) is adjacent with (v₁, v₂) whenever (u₁ = v₁ and u₂ adj v₂) or (u₂ = v₂ and u₁ adj v₁). The m-book graph Bₘ is defined as the graph Cartesian product Sₘ⁺₁ × P₂, where Sₘ is a star graph and P₂ is the path graph on two nodes.
The open neighborhood and closed neighborhood of a vertex \( v \) are denoted by \( N(v) \) and \( N[v] = N(v) \cup \{v\} \) respectively. If \( S \subseteq V \), then \( N(S) = \bigcup_{v \in S} N(v) \) and \( N[S] = N(S) \cup S \). A cut – vertex (cut edge) of a graph \( G \) is a vertex (edge) whose removal increases the number of components. A vertex cut, or separating set of a connected graph \( G \) is a set of vertices whose removal results in a disconnected graph. The connectivity or vertex connectivity of a graph \( G \), denoted by \( \kappa(G) \) (where \( G \) is not complete) is the size of a smallest vertex cut. The chromatic number of a graph \( G \), denoted by \( \chi(G) \) is the smallest number of colours needed to colour all the vertices of a graph \( G \) in which adjacent vertices receive different colour. A Nordhaus -Gaddum-type result is a (tight) lower or upper bound on the sum or product of a parameter of a graph and its complement. Terms not defined here are used in the sense of [15].

A subset \( S \) of \( V \) is called a dominating set of \( G \) if every vertex in \( V - S \) is adjacent to at least one vertex in \( S \). The domination number \( \gamma(G) \) of \( G \) is the minimum cardinality taken over all dominating sets in \( G \).

Many authors have introduced different types of domination parameters by imposing conditions on the dominating set [19]. In [18] Paulraj Joseph et. al., introduced the concept of triple connected graphs. A graph \( G \) is said to be triple connected if any three vertices of \( G \) lie on a path. In [1] Mahadevan et. al., introduced the concept of triple connected domination number of a graph. A subset \( S \) of \( V \) of a nontrivial graph \( G \) is said to be an triple connected dominating set, if \( S \) is a dominating set and the induced subgraph \( <S> \) is triple connected. The minimum cardinality taken over all triple connected dominating sets is called the triple connected domination number of \( G \) and is denoted by \( \gamma_{tc}(G) \). In [2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14] G. Mahadevan et. al., introduced complementary triple connected domination number, complementary perfect triple connected domination number, paired triple connected domination number, triple connected two domination number, restrained triple connected domination number, dom strong triple connected domination number, strong triple connected domination number, weak triple connected domination number, triple connected complementary tree domination number of a graph, efficient complementary perfect triple connected domination number of a graph, efficient triple connected domination number of a graph, complementary triple connected clique domination number of a graph, triple connected.com domination number of a graph respectively and investigated new results on them. In [21], Arumugam. S and Sivagnanam. C introduced the concept of neighborhood connected domination in graph.

A dominating set \( S \) of a connected graph \( G \) is called a neighborhood connected dominating set (ncd-set) if the induced subgraph \( <N(S)> \) is connected. The minimum cardinality of a ncd-set of \( G \) is called the neighborhood connected domination number of \( G \) and is denoted by \( \gamma_{nc}(G) \).

Motivated by all the above results and ideas in this paper we introduce new domination parameter called neighborhood triple connected domination number of a graph.

## II. NEIGHBORHOOD TRIPLE CONNECTED DOMINATION NUMBER OF A GRAPH

### Definition 2.1
A subset \( S \) of \( V \) of a nontrivial graph \( G \) is said to be an neighborhood triple connected dominating set, if \( S \) is a dominating set and the induced subgraph \( <N(S)> \) is triple connected. The minimum cardinality taken over all neighborhood triple connected dominating sets is called the neighborhood triple connected domination number of \( G \) and is denoted by \( \gamma_{ntc}(G) \). Any neighborhood triple connected dominating set with \( \gamma_{ntc} \) vertices is called a \( \gamma_{ntc} \)-set of \( G \).

### Example 2.2
For the graph \( G_1 \) in figure 2.1, \( S = \{v_1, v_2\} \) forms a \( \gamma_{ntc} \)-set of \( G_1 \). Hence \( \gamma_{ntc}(G_1) = 2 \).

\[
\begin{align*}
G_1 & \vspace{2cm} \\
\text{Figure 2.1 : Graph with } & \gamma_{ntc} = 2.
\end{align*}
\]
Real Life Application of Neighborhood Triple Connected Domination Number

Suppose we are manufacturing a product and need to distribute the products in different major cities and sub cities so that we give dealership to each city and the dealers in that city distribute our products in to the sub cities. The major cities may or may not be connected. If we draw this situation as a graph by considering the major cities and sub cities as vertices and the roadways connecting the cities as edges, the cities denote the dominating set say S of the constructed graph. If <N(S)> is triple connected in the constructed graph means the customer in the sub cities who needs our product when they did not get our product from the corresponding major cities can get our product either from the other major cities or any one of the other sub cities. And also the minimum cardinality of S minimizes the total cost. The above situation describes one of the real life application of neighborhood triple connected dominating set and neighborhood triple connected domination number of a graph.

Observation 2.3 Neighborhood triple connected dominating set (ntrc-set or ntd set) does not exist for all graphs.

Example 2.4 For K₁₆, there does not exist any neighborhood triple connected dominating set.

Remark 2.5 Throughout this paper we consider only connected graphs for which neighborhood triple connected dominating set exists.

Observation 2.6 The complement of a neighborhood triple connected dominating set S need not be a neighborhood triple connected dominating set.

Example 2.7 For the graph G₂ in the figure 2.2, S = {v₁, v₅, v₆} is a neighborhood triple connected dominating set. But the complement V – S = {v₂, v₃, v₄} is not a neighborhood triple connected dominating set.

Figure 2.2

Observation 2.8 Every neighborhood triple connected dominating set is a dominating set but not conversely.

Example 2.9 For the graph G₃ in the figure 2.3, S = {v₁, v₂} is a neighborhood triple connected dominating set as well as a dominating set. For the graph H₃ in the figure 2.3, S = {v₃, v₅} is a dominating set but not a neighborhood triple connected dominating set.

Figure 2.3

Exact value for some standard graphs:
1) For any complete graph of order p ≥ 4, \( γ_{ntrc}(K_p) = 1 \).
2) For any complete bipartite graph of order p ≥ 4, \( γ_{ntrc}(K_{m,n}) = 2 \) where m, n > 1 and m + n = p.
3) For the wheel graph of order p ≥ 4, \( γ_{ntrc}(W_p) = 1 \).
4) For the helm graph $H_n$ of order $p \geq 7$, $\gamma_{ntc}(G) = \frac{p-1}{2}$, where $2n - 1 = p$.

**Exact value for some special graphs:**

1) The **diamond graph** is a planar undirected graph with 4 vertices and 5 edges as shown in figure 2.5. It consists of a complete graph $K_4$ minus one edge.

For any **diamond** graph $G$ of order 4, $\gamma_{ntc}(G) = 1$.

![Figure 2.5](image)

In figure 2.5 (a) $S = \{v_1\}$ is a neighborhood triple connected dominating set.

2) A **Fan graph** $F_{p,q}$ is defined as the graph join $\overline{K}_p + P_q$, where $\overline{K}_p$ is the empty graph on $p$ nodes and $P_q$ is the path graph on $q$ nodes. The case $p = 1$ corresponds to the usual fan graphs.

For any **Fan** graph of order $n \geq 4$, $\gamma_{ntc}(F_{1,n-1}) = 1$.

![Figure 2.6](image)

In figure 2.6 (a) $S = \{v_1\}$ is a neighborhood triple connected dominating set. And also in figure 2.6 (b) $S = \{v_1\}$ is a neighborhood triple connected dominating set.

3) The **Moser spindle** (also called the **Mosers’ spindle** or **Moser graph**)) is an undirected graph with seven vertices and eleven edges as shown in figure 2.7.

For the **Moser spindle** graph $G$, $\gamma_{ntc}(G) = 2$.

![Figure 2.7](image)

In figure 2.7, $S = \{v_3, v_6\}$ is a neighborhood triple connected dominating set.
4) The **Bidiakis cube** is a 3-regular graph with 12 vertices and 18 edges as shown in figure 2.8.

For the **Bidiakis cube** graph $G$, $\gamma_{nc}(G) = 4$.

![Figure 2.8](image1)

In figure 2.8, $S = \{v_1, v_6, v_{10}, v_{12}\}$ is a neighborhood triple connected dominating set.

5) The **Franklin graph** a 3-regular graph with 12 vertices and 18 edges as shown below in figure 2.9.

For the **Franklin graph** $G$, $\gamma_{nc}(G) = 4$.

![Figure 2.9](image2)

In figure 2.9, $S = \{v_4, v_5, v_7, v_{12}\}$ is a neighborhood triple connected dominating set.

6) The **Frucht graph** is a 3-regular graph with 12 vertices, 18 edges, and no nontrivial symmetries as shown below in figure 2.10. It was first described by Robert Frucht in 1939.

For the **Frucht graph** $G$, $\gamma_{nc}(G) = 3$.

![Figure 2.10](image3)
In figure 2.10, \( S = \{v_2, v_8, v_{12}\} \) is a neighborhood triple connected dominating set.

7) The **Dürer graph** is an undirected cubic graph with 12 vertices and 18 edges as shown below in figure 2.11. It is named after Albrecht Durer.

For the **Dürer graph** \( G \), \( \gamma_{nc}(G) = 4 \).

![Figure 2.11](image)

8) The **Wagner graph** is a 3-regular graph with 8 vertices and 12 edges, as shown in figure 2.12, named after Klaus Wagner. It is the 8-vertex Mobius ladder graph. Mobius ladder is a cubic circulant graph with an even number 'n' vertices, formed from an n-cycle by adding edges connecting opposite pairs of vertices in the cycle.

For the **Wagner graph** \( G \), \( \gamma_{nc}(G) = 3 \).

![Figure 2.12](image)

9) The **Triangular Snake** graph is obtained from a path \( v_1, v_2, \ldots, v_n \) by joining \( v_i \) and \( v_{i+1} \) to a new vertex \( w_i \) for \( i = 1, 2, \ldots, n-1 \) and denoted by \( mC_3 \) (where \( m \) denotes the number of times the cycle \( C_3 \)) snake as shown in figure 2.13.

For the **Triangular Snake** \( G \), \( \gamma_{nc}(G) = \left\lceil \frac{2m}{3} \right\rceil \).
\[ \gamma_{ntc}(3C_3) = 2 \quad \text{(a)} \]
\[ \gamma_{ntc}(4C_3) = 3 \quad \text{(b)} \]

**Figure 2.13**

In figure 2.13 (a) \( S = \{v_3, v_5\} \) is a neighborhood triple connected dominating set. In figure 2.13 (b) \( S = \{v_3, v_5, v_7\} \) is a neighborhood triple connected dominating set.

10) The **Herschel graph** is a bipartite undirected graph with 11 vertices and 18 edges as shown in figure 2.14, the smallest non Hamiltonian polyhedral graph. It is named after British astronomer Alexander Stewart Herschel.

For the **Herschel graph** \( G \), \( \gamma_{ntc}(G) = 3 \).

**Figure 2.14**

In figure 2.14, \( S = \{v_9, v_{10}, v_{11}\} \) is a neighborhood triple connected dominating set.

11) Any cycle with a pendant edge attached at each vertex as shown in figure 2.15 is called **Crown graph** and is denoted by \( C_n^+ \).

For the **Crown graph**, \( \gamma_{ntc}(C_n^+) = n \).

**Figure 2.15**
In figure 2.15 $S = \{v_4, v_5, v_6\}$ is a neighborhood triple connected dominating set.

12) Any path with a pendant edge attached at each vertex as shown in figure 2.16 is called Hoffman tree and is denoted by $P_n^*$. For the Hoffman tree, $\gamma_{ntc}(P_n^*) = n$.

![Figure 2.16](image)

In figure 2.16 $S = \{v_5, v_7, v_7, v_8\}$ is a neighborhood triple connected dominating set.

16) The Moser spindle (also called the Mosers’ spindle or Moser graph) is an undirected graph, named after mathematicians Leo Moser and his brother William, with seven vertices and eleven edges as shown in figure 2.17.

For the Moser spindle graph $G$, $\gamma_{ntc}(G) = 3$.

![Figure 2.17](image)

Here $S = \{v_3, v_6\}$ is a neighborhood triple connected dominating set.

**Theorem 2.10** For the path of order $p \geq 3$, $\gamma_{ntc}(P_p) = \left\lceil \frac{p}{2} \right\rceil$.

**Proof** Let $P_p = (v_1, v_2, \ldots, v_p)$. If $p$ is even, then $S = \{v_i : i = 2k, 2k+1 \text{ and } k \text{ is odd}\}$ is a ntcd set of $P_p$ and if $p$ is odd, then $S_1 = S \cup \{v_p\}$ is a ntcd set of $P_p$. Hence $\gamma_{ntc}(P_p) \leq \left\lceil \frac{p}{2} \right\rceil$. Also if $S$ is a ntcd set of $P_p$, then $N(S)$ contains all the internal vertices of $P_p$ and hence $|S| \geq \left\lceil \frac{p}{2} \right\rceil$. Hence $\gamma_{ntc}(P_p) = \left\lceil \frac{p}{2} \right\rceil$.

**Theorem 2.11** For the cycle of order $p > 3$, $\gamma_{ntc}(C_p) = \left\lceil \frac{p}{2} \right\rceil$ if $p \equiv 3 \pmod{4}$.

**Proof** Let $C_p = (v_1, v_2, \ldots, v_p, v_1)$. If $p = 4k + r$, where $0 \leq r \leq 3$. Let $S = \{v_i : i = 2j, 2j+1 \text{ and } j \text{ is odd and } 1 \leq j \leq 2k-1\}$. Let $S_1 = \{v_1, v_2, \ldots, v_p\}$ if $p \equiv 1 \pmod{4}$, $|S| \leq \left\lceil \frac{p}{2} \right\rceil$ if $p \equiv 3 \pmod{4}$.

Clearly $S_1$ is a ntcd-set of $C_p$ and hence $\gamma_{ntc}(C_p) \leq \left\lceil \frac{p}{2} \right\rceil$ if $p \equiv 3 \pmod{4}$. 

\[\text{Figure 2.16}\]

\[\text{Figure 2.17}\]
Now, let $S$ be any $\gamma_{ntc}$-set of $C_p$. Then $\langle S \rangle$ contains at most one isolated vertex and $\langle N(S) \rangle = \begin{cases} P_{p-1} & \text{if } p \not\equiv 3 \pmod{4} \\ C_p & \text{if } p \equiv 3 \pmod{4}. \end{cases}$

Hence $\langle S \rangle \geq \begin{cases} P_{\frac{p}{3+1}} & \text{if } p \not\equiv 3 \pmod{4} \\ P_{\frac{p}{3+1}} & \text{if } p \equiv 3 \pmod{4}. \end{cases}$

The result follows.

**Theorem 2.12** For any connected graph $G$ with $p \geq 3$, we have $\left\lfloor \frac{p}{3+1} \right\rfloor \leq \gamma_{ntc}(G) \leq p - 1$ and the bounds are sharp.

**Proof** Since any neighborhood triple connected dominating set is a dominating set, $\left\lfloor \frac{p}{3+1} \right\rfloor \leq \gamma(G) \leq \gamma_{ntc}(G)$, the lower bound is attained. Also for a connected graph clearly $\gamma_{ntc}(G) \leq p - 1$. For $K_{2,3}$, the lower bound is attained and for $P_3$ the upper bound is attained.

**Theorem 2.13** For any connected graph $G$ with $p \geq 3$ vertices, $\gamma_{ntc}(G) = p - 1$ if and only if $G$ is isomorphic to $P_3$, $C_3$ and any one of the graphs $G_1$ and $G_2$ shown in figure 2.18.

**Proof** Suppose $G$ is isomorphic to any one of the graphs as stated in the theorem, then clearly, $\gamma_{ntc}(G) = p - 1$. Conversely, assume that $G$ is a connected graph with $p \geq 3$ vertices and $\gamma_{ntc}(G) = p - 1$. Let $S = \{v_1, v_2, \ldots, v_p\}$ be a $\gamma_{ntc}(G)$-set. Let $\langle V - S \rangle = \{v_p\}$. Since $S$ is the neighborhood triple connected dominating set, there exists $v_i$ in $S$ such that $v_i$ is adjacent to $v_p$. Also $\langle N(S) \rangle$ is triple connected, we have $v_i$ is adjacent to $v_j$ for $i \neq j$ in $S$.

**Case (i)** $|N(S)| = 3$.

Then the induced subgraph $\langle N(S) \rangle$ has the following possibilities. $\langle N(S) \rangle$ is $P_3$ or $C_3$. Hence $G$ is isomorphic to $P_3$, $C_3$ or the graphs $G_1$ and $G_2$ in figure 2.18.

**Case (ii)** $|N(S)| > 3$.

Then there exists at least one $v_k$ for $i \neq j \neq k$ in $S$ which is adjacent to either $v_i$ or $v_j$.

If $v_k$ is adjacent to $v_i$, then the induced subgraph $\langle N(S) \rangle$ contains $K_{1,3}$ and hence it is not triple connected. If we increase the degrees of the vertices in $S$ we can find a neighborhood triple connected dominating set with fewer elements than $S$. Hence no graph exists in this case.

If $v_k$ is adjacent to $v_j$, then we can remove $v_k$ from $S$ and find a neighborhood triple connected dominating set of $G$ with less than $p - 1$ vertices, which is a contradiction. Hence no graph exists in this case.

**The Nordhaus–Gaddum type result is given below:**

**Theorem 2.14** Let $G$ be a graph such that $G$ and $\overline{G}$ have no isolates of order $p \geq 3$. Then
(i) \( \gamma_{na}(G) + \gamma_{na}(\overline{G}) \leq 2p - 2 \)

(ii) \( \gamma_{na}(G), \gamma_{na}(\overline{G}) \leq (p - 1)^2 \).

**Proof** The bound directly follows from theorem 2.12. For \( K_3 \), both the bounds follows.

### III. RELATION WITH OTHER GRAPH THEORETICAL PARAMETERS

**Theorem 3.1** For any connected graph \( G \) with \( p \geq 3 \) vertices, \( \gamma_{na}(G) + \kappa(G) \leq 2p - 2 \) and the bound is sharp if and only if \( G \cong K_3 \).

**Proof** Let \( G \) be a connected graph with \( p \geq 3 \) vertices. We know that \( \kappa(G) \leq p - 1 \) and by theorem 2.12, \( \gamma_{na}(G) \leq p - 1 \). Hence \( \gamma_{na}(G) + \kappa(G) \leq 2p - 2 \). If \( G \cong K_3 \) then clearly \( \gamma_{na}(G) + \kappa(G) = 2p - 2 \). Let \( \gamma_{na}(G) + \kappa(G) = 2p - 2 \). This is possible only if \( \gamma_{na}(G) = p - 1 \) and \( \kappa(G) = p - 1 \). But \( \kappa(G) = p - 1 \), and so \( G \cong K_p \) for which \( \gamma_{na}(G) = 1 \) for \( p > 3 \). Hence \( p = 3 \) so that \( G \cong K_3 \).

**Theorem 3.2** For any connected graph \( G \) with \( p \geq 3 \) vertices, \( \gamma_{na}(G) + \Delta(G) \leq 2p - 2 \) and the bound is sharp.

**Proof** Let \( G \) be a connected graph with \( p \geq 3 \) vertices. We know that \( \Delta(G) \leq p - 1 \) and by theorem 2.12, \( \gamma_{na}(G) \leq p - 1 \). Hence \( \gamma_{na}(G) + \Delta(G) \leq 2p - 2 \). For \( K_3 \), the bound is sharp.

**Theorem 3.3** For any connected graph \( G \) with \( p \geq 3 \) vertices, \( \gamma_{na}(G) + \chi(G) \leq 2p - 1 \) and the bound is sharp if and only of \( G \cong K_3 \).

**Proof** Let \( G \) be a connected graph with \( p \geq 3 \) vertices. We know that \( \chi(G) \leq p \) and by theorem 2.12, \( \gamma_{na}(G) \leq p - 1 \). Hence \( \gamma_{na}(G) + \chi(G) \leq 2p - 1 \). Suppose \( G \cong K_3 \), then clearly \( \gamma_{na}(G) + \chi(G) = 2p - 1 \). Let \( \gamma_{na}(G) + \chi(G) = 2p - 1 \). This is possible only if \( \gamma_{na}(G) = p - 1 \) and \( \chi(G) = p \). Since \( \chi(G) = p \), \( G \) is isomorphic to \( K_p \) for which \( \gamma_{na}(G) = 1 \), for \( p > 3 \). Hence \( p = 3 \), so that \( G \cong K_3 \).

### IV. RELATION WITH OTHER DOMINATION PARAMETERS

**Theorem 4.1** For any connected graph \( G \) with \( p \geq 5 \) vertices, \( \gamma_{s}(G) + \gamma_{na}(G) < 2p - 3 \).

**Proof** Let \( G \) be a connected graph with \( p \geq 5 \) vertices. We know that \( \gamma_{s}(G) \leq p - 2 \) for \( p \geq 5 \) vertices and by theorem 2.12, \( \gamma_{na}(G) \leq p - 1 \) for \( p \geq 3 \) vertices. Hence \( \gamma_{s}(G) + \gamma_{na}(G) \leq 2p - 3 \) for \( p \geq 5 \) vertices. Also by theorem 2.13, the bound is not sharp.

**Theorem 4.2** For any connected graph \( G \) with \( p \geq 4 \) vertices, \( \gamma_{na}(G) + \gamma_{na}(G) < 2p - 4 \).

**Proof** Let \( G \) be a connected graph with \( p \geq 4 \) vertices. We know that \( \gamma_{na}(G) \leq p - 3 \) for \( p \geq 4 \) vertices and by theorem 2.12, \( \gamma_{na}(G) \leq p - 1 \) for \( p \geq 3 \) vertices. Hence \( \gamma_{na}(G) + \gamma_{na}(G) \leq 2p - 4 \) for \( p \geq 4 \) vertices. Also by theorem 2.13, the bound is not sharp.

**Theorem 4.3** For any connected graph \( G \) with \( p \geq 5 \) vertices, \( \gamma_{cp}(G) + \gamma_{na}(G) < 2p - 3 \).

**Proof** Let \( G \) be a connected graph with \( p \geq 5 \) vertices. We know that \( \gamma_{cp}(G) \leq p - 2 \) for \( p \geq 5 \) vertices and by theorem 2.12, \( \gamma_{na}(G) \leq p - 1 \) for \( p \geq 3 \) vertices. Hence \( \gamma_{cp}(G) + \gamma_{na}(G) \leq 2p - 3 \) for \( p \geq 5 \) vertices. Also by theorem 2.13, the bound is not sharp.
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ABSTRACT

Background: The Bioelectrical Impedance analysis is an easy, applicable method for assessing Total Body water and Fat Free Mass of various groups of people. It has many advantages over other methods and is safe, rapid, portable, easy to perform and require minimum operator training. It has been used extensively for developing specific prediction equation for different ethnicity, age, gender, level of body fatness and physical activity. Regression equations play great role to estimate the body density and fatness specific to the owing to methodological and biological factors.

Purpose: The purpose of the study was to investigate the utility of multi-frequency BIA for the estimation of TBW and FFM of Indian females at different frequencies. Earlier scientists have measured various parameters of body composition of Indian population using MALTRON-II. However, literature shows that prediction equations have not been developed for Indian females which could develop the healthy prediction equation for Indian females (unhealthy eating habits). It has been found in the study that women particularly Indian women have unhealthy eating habits owing to the fact that they concentrate only on 1 aspect was their food cooked good enough to eat, but they don’t understand the meaning of healthy food. In the present research paper, an attempt has been made to develop BIA equations using data taken from PhD thesis (1). This data was taken from my senior Dr. Goswami, who collected the data in the college in which he was teaching. Some of the data that my supervisor, co-supervisor and myself has taken in DRDO have already been utilized in building multi-compartmental model, developing generalized age and sex specific prediction equation and developing REE of Indian subjects.

Keywords: R(2.9.2) software, Bio Electrical Impedance Analysis, Prediction Equation, MALTRON-II, Multiple Regression Analysis, Total Body Water, Fat Free Mass, Impedance index.

Methods: Data of reference (1) included vital information about body composition of 60 Indian females such as age, TBW, FFM, height, weight, impedance and phase at 5KHz., 50KHz., 100KHz. and 200 KHz. This data was then used to calculate the impedance index i.e. (height/impedance) at the respective frequencies. This method uses multiple regression analysis to drive prediction equation of Indian females at frequencies of 5KHz., 50KHz., 100KHz., 200KHz., 250KHz.. As we know that in multiple regression analysis wherein the main aim is to predict dependent variable from the no. of independent variables that are known which is called dependent variable from 1 or more independent variable also called as predictor variable. One more theme in developing prediction equation of BIA here in this study we used TBW and FFM as dependent variable and Weight of females and Impedance index i.e. (height/impedance) as independent variable at different frequencies of 5KHz., 50KHz., 100KHz., 200KHz., 250KHz., 300KHz respectively. Data was fed then into R software, an integrated suite of software facilities used for data manipulation, calculation and graphical display. It is used for effective data handling and storage facility. The main use of R software is for regression analysis, which was then used to generate the prediction equation. The prediction developed here is through multiple regression analysis. In multiple regression analysis the equation is of the form given below:

\[ Y = m_1 x_1 + m_2 x_2 + m_3 x_3 + ... + m_n x_n + c \]

where c is intercept and \(m_1, m_2, m_3, ..., m_n\) are the weight’s assigned to each of the predictor variables by the regression solution.

Result: Data used in commercial software provided 8 BIA equations; 4 for TBW and 4 for FFM at frequencies of 5 KHz, 50KHz, 100 KHz and 200 KHz. And so 8 sets of dependent variable were there. This data included other statistical data such as mean, standard deviation and correlation of Total Body Water (TBW) and Fat Free Mass (FFM) with Impedance index and Weight. Besides this scatter matrix plot for Total Body Water (TBW) and Fat free Mass (FFM) ,Normal distribution of standardised residuals showing the relationship between TBW
and FFM. Scale location plot, residual versus leverage plot, standardised residual versus cook’s distance plot at frequencies of 5 KHz, 50 KHz, 100 KHz and 200 KHz are plotted. These plots for linear model objects give the diagnostic information about the linear model.

Conclusions: The final race-combined TBW prediction equations included stature²/resistance and body weight. Multiple regression analysis was carried out on clinical data through R 2.9 software. The BIA prediction equation for Total Body water and Fat Free mass was developed at different frequencies of 5 KHz. and 50 KHz. respectively. The data was taken for Indian females lying in a limited age span of 17-22 years.

I. INTRODUCTION:
Developing prediction equation for Indian females for evaluating and monitoring growth and nutritional status is an important area of research. Assessing the body composition through isotope dilution, hydro densitometry, dual X-ray absorptiometry (DXA), air displacement plethysmography, magnetic resonance imaging, are sometimes used for body composition analysis, but these equipments are not easily available and is expensive to maintain, so their use in clinical and field studies is limited. One of the most popular methods for body composition analysis is through Bioelectrical Impedance Analysis. One of the main advantages of using BIA method is that it does not require high technician skill, it is generally more comfortable and does not intrude much on client’s privacy. Traditional BIA method which is still most frequently used involves the measurement of impedance at single frequency generally at 50KHz. Although single frequency BIA is most used in clinical practices, this device could not predict Total Body Water accurately. MF-BIA seems to give a better estimation of hydration than SF-BIA because the principle of measuring the flow of current through the body (impedance) is dependent on the frequency applied. At low frequencies, the current cannot bridge the cellular membrane and will pass predominantly through the extracellular space. At higher frequencies penetration of the cell membrane occurs and the current is conducted by both the extra-cellular water (ECW) and intra-cellular water (ICW).

In India when it comes to general health of people there is a large disparity between urban elite class and rural class. Obesity is becoming a factor in many nations around the world. According to latest obesity statistics, sponsored by International Day of Evaluation of Abdominal Obesity; 75 percent of Indian women and 58 percent of Indian men are obese. Besides this, numerous studies indicate that malnutrition is another serious health concern that Indian women face (Chatterjee, 1990; Desai, 1994; The World Bank, 1996). It threatens their survival as well as that of their children. The negative effects of malnutrition among women are compounded by heavy work demands, by poverty, by childbearing and rearing, and by special nutritional needs of women, resulting in increased susceptibility to illness and consequent higher mortality. Attention, must therefore be paid to determine the body composition of females so that appropriate measures can be taken if women in India are facing abnormality in their health due to their abnormal nutritional status.

The purpose of the current study was to use the female body composition database to develop and predict TBW and FFM at the frequencies of 5KHz, 50KHz, 100KHz, 200KHz so that, a general idea about the health status of Indian female can be observed and for that purpose multiple regression analysis is done.

Subjects and Methods: Data of 60 Indian females from reference(1) was used to develop and predict TBW and FFM at 5KHz, 50KHz, 100KHz, 200KHz which was then used for the descriptive analysis of Indian females which included their age, weight, height, Total Body Water(TBW), Fat Free Mass (FFM), and Impedance at these frequencies. These data were then used to calculate the body stature, i.e. (height²/impedance) of females. In this paper, a powerful statistical program R (version 2.9.2); basically used for statistical analysis is used. Here we have used this software to develop linear model for Total Body Water(TBW) and Fat Free Mass(FFM) at different frequency and form a prediction equation using weight and Impedance index i.e. (height²/impedance) of females at these frequencies as independent variables and TBW and FFM as dependent variables. The obtained equations are of the form:

\[
TBW(5KHz, 50KHz, 100KHz, 200KHz) = a_0 Wt. + a_1 Z(f1,f2,f3,f4) + C_1(0,1,2,3,4) \]  \(\text{(1)}\)

\[
FFM(5KHz, 50KHz, 100KHz, 200KHz) = b_0 Wt. + b_1 Z(f1,f2,f3,f4) + C_2(0,1,2,3,4) \]  \(\text{(2)}\)

Where TBW(5KHz, 50KHz, 100KHz, 200KHz) and FFM(5KHz, 50KHz, 100KHz, 200KHz) is Total Body Water and Fat Free Mass at frequencies f1=5KHz, f2=50KHz, f3=100KHz, f4=200KHz and Z(f1,f2,f3,f4) is the calculated Impedance index i.e. (height²/impedance) of females at these frequencies. C1(0,1,2,3,4) and C2(0,1,2,3,4) are intercepts of equation (1) and (2) respectively and a0, b0 are coefficients multiplied by weight variable of equation(1) and(2) respectively and a1, b1 are coefficients multiplied by Impedance index variable of equation(1) and(2) respectively. The flowchart showing the sequence of operations of algorithm used in R 2.9 software to develop and predict linear model of TBW, FFM at these multiple frequencies is also shown in Figure(1)
TABLE 1.
Clinical data of 60 Indian females from reference (1), showing age, weight, sex and customer ID of subjects

<table>
<thead>
<tr>
<th>Serial no.</th>
<th>Customer Id</th>
<th>Weight (Kg)</th>
<th>Sex (Male)</th>
<th>Age (Years)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>187</td>
<td>44</td>
<td>1</td>
<td>17</td>
</tr>
<tr>
<td>2.</td>
<td>127</td>
<td>50</td>
<td>1</td>
<td>17</td>
</tr>
<tr>
<td>3.</td>
<td>173</td>
<td>45</td>
<td>1</td>
<td>17</td>
</tr>
<tr>
<td>4.</td>
<td>108</td>
<td>53</td>
<td>1</td>
<td>18</td>
</tr>
<tr>
<td>5.</td>
<td>140</td>
<td>46</td>
<td>1</td>
<td>18</td>
</tr>
<tr>
<td>6.</td>
<td>167</td>
<td>62</td>
<td>1</td>
<td>18</td>
</tr>
<tr>
<td>7.</td>
<td>169</td>
<td>52</td>
<td>1</td>
<td>18</td>
</tr>
<tr>
<td>8.</td>
<td>171</td>
<td>39</td>
<td>1</td>
<td>18</td>
</tr>
<tr>
<td>9.</td>
<td>176</td>
<td>52</td>
<td>1</td>
<td>18</td>
</tr>
<tr>
<td>10.</td>
<td>183</td>
<td>57</td>
<td>1</td>
<td>18</td>
</tr>
<tr>
<td>11.</td>
<td>186</td>
<td>44</td>
<td>1</td>
<td>18</td>
</tr>
<tr>
<td>12.</td>
<td>188</td>
<td>51</td>
<td>1</td>
<td>18</td>
</tr>
<tr>
<td>13.</td>
<td>189</td>
<td>39</td>
<td>1</td>
<td>18</td>
</tr>
<tr>
<td>14.</td>
<td>190</td>
<td>43</td>
<td>1</td>
<td>18</td>
</tr>
<tr>
<td>15.</td>
<td>191</td>
<td>54</td>
<td>1</td>
<td>18</td>
</tr>
<tr>
<td>16.</td>
<td>192</td>
<td>50</td>
<td>1</td>
<td>18</td>
</tr>
<tr>
<td>17.</td>
<td>193</td>
<td>58</td>
<td>1</td>
<td>18</td>
</tr>
<tr>
<td>18.</td>
<td>203</td>
<td>40</td>
<td>1</td>
<td>18</td>
</tr>
<tr>
<td>19.</td>
<td>206</td>
<td>54</td>
<td>1</td>
<td>18</td>
</tr>
<tr>
<td>20.</td>
<td>195</td>
<td>57</td>
<td>1</td>
<td>18</td>
</tr>
<tr>
<td>21.</td>
<td>208</td>
<td>55</td>
<td>1</td>
<td>18</td>
</tr>
<tr>
<td>22.</td>
<td>207</td>
<td>51</td>
<td>1</td>
<td>19</td>
</tr>
<tr>
<td>23.</td>
<td>115</td>
<td>50</td>
<td>1</td>
<td>19</td>
</tr>
<tr>
<td>24.</td>
<td>163</td>
<td>56</td>
<td>1</td>
<td>19</td>
</tr>
<tr>
<td>25.</td>
<td>164</td>
<td>63</td>
<td>1</td>
<td>19</td>
</tr>
<tr>
<td>26.</td>
<td>165</td>
<td>48</td>
<td>1</td>
<td>19</td>
</tr>
<tr>
<td>27.</td>
<td>168</td>
<td>57</td>
<td>1</td>
<td>19</td>
</tr>
<tr>
<td>28.</td>
<td>170</td>
<td>45</td>
<td>1</td>
<td>19</td>
</tr>
<tr>
<td>29.</td>
<td>172</td>
<td>50</td>
<td>1</td>
<td>19</td>
</tr>
<tr>
<td>30.</td>
<td>177</td>
<td>56</td>
<td>1</td>
<td>19</td>
</tr>
<tr>
<td>31.</td>
<td>178</td>
<td>60</td>
<td>1</td>
<td>19</td>
</tr>
<tr>
<td>32.</td>
<td>181</td>
<td>51</td>
<td>1</td>
<td>19</td>
</tr>
<tr>
<td>33.</td>
<td>182</td>
<td>54</td>
<td>1</td>
<td>19</td>
</tr>
<tr>
<td>34.</td>
<td>184</td>
<td>60</td>
<td>1</td>
<td>19</td>
</tr>
<tr>
<td>35.</td>
<td>211</td>
<td>60</td>
<td>1</td>
<td>19</td>
</tr>
<tr>
<td>36.</td>
<td>212</td>
<td>61</td>
<td>1</td>
<td>19</td>
</tr>
<tr>
<td>37.</td>
<td>214</td>
<td>52</td>
<td>1</td>
<td>19</td>
</tr>
<tr>
<td>38.</td>
<td>201</td>
<td>52</td>
<td>1</td>
<td>19</td>
</tr>
<tr>
<td>39.</td>
<td>166</td>
<td>56</td>
<td>1</td>
<td>20</td>
</tr>
<tr>
<td>40.</td>
<td>194</td>
<td>47</td>
<td>1</td>
<td>21</td>
</tr>
<tr>
<td>41.</td>
<td>175</td>
<td>37</td>
<td>1</td>
<td>21</td>
</tr>
<tr>
<td>42.</td>
<td>180</td>
<td>52</td>
<td>1</td>
<td>22</td>
</tr>
<tr>
<td>43.</td>
<td>185</td>
<td>47</td>
<td>1</td>
<td>22</td>
</tr>
<tr>
<td>44.</td>
<td>209</td>
<td>53</td>
<td>1</td>
<td>22</td>
</tr>
<tr>
<td>45.</td>
<td>71</td>
<td>39</td>
<td>1</td>
<td>23</td>
</tr>
<tr>
<td>46.</td>
<td>179</td>
<td>50</td>
<td>1</td>
<td>23</td>
</tr>
<tr>
<td>47.</td>
<td>210</td>
<td>58</td>
<td>1</td>
<td>23</td>
</tr>
<tr>
<td>48.</td>
<td>54</td>
<td>41</td>
<td>1</td>
<td>24</td>
</tr>
<tr>
<td>49.</td>
<td>119</td>
<td>42</td>
<td>1</td>
<td>24</td>
</tr>
<tr>
<td>50.</td>
<td>220</td>
<td>45</td>
<td>1</td>
<td>25</td>
</tr>
<tr>
<td>51.</td>
<td>153</td>
<td>47</td>
<td>1</td>
<td>25</td>
</tr>
<tr>
<td>52.</td>
<td>154</td>
<td>54</td>
<td>1</td>
<td>26</td>
</tr>
<tr>
<td>53.</td>
<td>118</td>
<td>62</td>
<td>1</td>
<td>30</td>
</tr>
<tr>
<td>54.</td>
<td>124</td>
<td>48</td>
<td>1</td>
<td>30</td>
</tr>
<tr>
<td>55.</td>
<td>144</td>
<td>72</td>
<td>1</td>
<td>31</td>
</tr>
<tr>
<td>56.</td>
<td>162</td>
<td>55</td>
<td>1</td>
<td>32</td>
</tr>
<tr>
<td>57.</td>
<td>125</td>
<td>57</td>
<td>1</td>
<td>33</td>
</tr>
<tr>
<td>58.</td>
<td>174</td>
<td>56</td>
<td>1</td>
<td>37</td>
</tr>
<tr>
<td>59.</td>
<td>92</td>
<td>50</td>
<td>1</td>
<td>41</td>
</tr>
<tr>
<td>60.</td>
<td>197</td>
<td>77</td>
<td>1</td>
<td>42</td>
</tr>
</tbody>
</table>
Clinical data of 60 Indian females from reference (1) showing impedance and impedance index at frequencies of 5KHz., 50KHz., 100KHz., 200KHz.

<table>
<thead>
<tr>
<th>S.No.</th>
<th>FFM(Kg)</th>
<th>TBW(Lt.)</th>
<th>Z at 5KHz.</th>
<th>Z at 50KHz.</th>
<th>Z at 100KHz.</th>
<th>Z at 200KHz.</th>
<th>Z at 5KHz.</th>
<th>Z at 50KHz.</th>
<th>Z at 100KHz.</th>
<th>Z at 200KHz.</th>
</tr>
</thead>
</table>
Flowchart showing the general process carried to develop and predict TBW and FFM at different frequencies:

START

N=60,Wt,Ht,Zi are weight, height and impedances of females at f1=5KHz, f2=50KHz, f3=100KHz, f4=200KHz.

\[(Zi_{f1,f2,f3,f4} = (Ht.2/Z))_{k=1,...,N}\]

K=K+1

Is k=N

Yes

TBW_{n,q,s,u}=(a_0 Wt + a_1 Zi + C)_{n,q,s,u}

FFM_{n,q,s,u}=(b_0 Wt + b_1 Zi + d)_{n,q,s,u}

STOP

No

Fig1: Flowchart showing the general process to develop linear model of TBW and FFM at frequencies of 5KHz, 50KHz, 100KHz and 200KHz

Results and Statistical Analysis: The equation used to predict TBW and FFM were developed at the frequencies of 5KHz, 50KHz, 100KHz, 200KHz by using the data from table 1 and 2. The table below show the predicted TBW and FFM equation at different frequencies and their statistical analysis:
### TABLE 3.

<table>
<thead>
<tr>
<th>S.N o.</th>
<th>Prediction Equations developed</th>
<th>Frequency</th>
<th>Mean</th>
<th>Standard deviation</th>
<th>Standard error</th>
<th>Residual error</th>
<th>Multiple $R^2$</th>
<th>Adjusted $R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>TBW=0.24689Wt.+0.25593Zi+5.58336</td>
<td>5KHz</td>
<td>TBW=25.85</td>
<td>TBW=3.093</td>
<td>2.24234</td>
<td>1.845</td>
<td>0.656</td>
<td>0.64</td>
</tr>
<tr>
<td>2.</td>
<td>53 Wt.=51.933 Zi=29.10972</td>
<td></td>
<td></td>
<td></td>
<td>0.0410</td>
<td>2</td>
<td>0.682</td>
<td>0.67</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.10042</td>
<td>3</td>
<td>0.67</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.08522</td>
<td></td>
<td>0.65</td>
<td>8</td>
</tr>
<tr>
<td>2.</td>
<td>TBW=0.22363Wt.+0.9178Zi+4.89741</td>
<td>50KHz</td>
<td>TBW=25.85</td>
<td>TBW=3.093</td>
<td>2.01648</td>
<td>1.773</td>
<td>0.677</td>
<td>0.66</td>
</tr>
<tr>
<td>3.</td>
<td>53 Wt.=51.933 Zi=32.02492</td>
<td></td>
<td></td>
<td></td>
<td>0.0392</td>
<td>6</td>
<td>0.66</td>
<td>6</td>
</tr>
<tr>
<td>3.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.16929</td>
<td></td>
<td>0.38</td>
<td>45</td>
</tr>
<tr>
<td>4.</td>
<td>TBW=0.23751Wt.+0.24204Zi+5.31032</td>
<td>100KHz</td>
<td>TBW=25.85</td>
<td>TBW=3.093</td>
<td>2.01648</td>
<td>1.787</td>
<td>0.677</td>
<td>0.66</td>
</tr>
<tr>
<td>4.</td>
<td>53 Wt.=51.933 Zi=33.92158</td>
<td></td>
<td></td>
<td></td>
<td>0.0392</td>
<td>6</td>
<td>0.66</td>
<td>6</td>
</tr>
<tr>
<td>4.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.1405</td>
<td></td>
<td>0.38</td>
<td>4</td>
</tr>
<tr>
<td>5.</td>
<td>FFM=0.12496Wt.+0.56707Zi+15.91914</td>
<td>5KHz</td>
<td>FFM=38.916</td>
<td>FFM=3.9643</td>
<td>3.111</td>
<td>5</td>
<td>0.38</td>
<td>38</td>
</tr>
<tr>
<td>5.</td>
<td>33 Wt.=51.933 Zi=29.10988</td>
<td></td>
<td></td>
<td></td>
<td>0.0691</td>
<td></td>
<td>0.38</td>
<td>45</td>
</tr>
<tr>
<td>5.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.16929</td>
<td></td>
<td>0.38</td>
<td>4</td>
</tr>
<tr>
<td>6.</td>
<td>FFM=0.11924Wt.+0.50014Zi+16.70689</td>
<td>50KHz</td>
<td>FFM=38.916</td>
<td>FFM=3.9643</td>
<td>3.111</td>
<td>5</td>
<td>0.38</td>
<td>38</td>
</tr>
<tr>
<td>6.</td>
<td>33 Wt.=51.933 Zi=32.02492</td>
<td></td>
<td></td>
<td></td>
<td>0.0703</td>
<td></td>
<td>0.38</td>
<td>4</td>
</tr>
<tr>
<td>6.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.10042</td>
<td></td>
<td>0.38</td>
<td>4</td>
</tr>
<tr>
<td>7.</td>
<td>FFM=0.1392Wt.+0.42686Zi+17.20422</td>
<td>100KHz</td>
<td>FFM=38.916</td>
<td>FFM=3.9643</td>
<td>3.157</td>
<td>5</td>
<td>0.38</td>
<td>36</td>
</tr>
<tr>
<td>7.</td>
<td>33 Wt.=51.933 Zi=33.92158</td>
<td></td>
<td></td>
<td></td>
<td>0.0697</td>
<td></td>
<td>0.38</td>
<td>4</td>
</tr>
<tr>
<td>7.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.1405</td>
<td></td>
<td>0.38</td>
<td>4</td>
</tr>
<tr>
<td>8.</td>
<td>FFM=0.21844Wt.+0.34863Zi+15.78796</td>
<td>200KHz</td>
<td>FFM=39.109</td>
<td>FFM=3.9268</td>
<td>2.752</td>
<td>5</td>
<td>0.525</td>
<td>50</td>
</tr>
<tr>
<td>8.</td>
<td>33 Wt.=51.933 Zi=34.35368</td>
<td></td>
<td></td>
<td></td>
<td>0.0608</td>
<td></td>
<td>0.525</td>
<td>50</td>
</tr>
<tr>
<td>8.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.11278</td>
<td></td>
<td>0.525</td>
<td>50</td>
</tr>
</tbody>
</table>
Graphical Analysis: The graphical interpretation of data include scatter matrix plot, Random scatter distribution, normal distribution, scale location plot, residual verses leverage plot and standardized residual verses cook’s distance plot at different frequencies.

Fig.2: Scatter Plot Matrix distribution of body composition of Indian females showing the relationship between Total Body Water (TBW) in (litre), Impedance Index (Height²/Impedance of body at frequencies of 5KHz, 50KHz, 100KHz, 200KHz) in (cm²/Ω) and Weight of body in Kg.
**Fig3**: Random scatter distribution of residual versus fitted values of Indian males showing the relationship between Total Body Water (TBW) in (litre), Impedance Index (Height^2/Impedance of body at 5KHz.frequency) in (cm^2/Ω) and Weight of body in Kg. at 5KHz.
**Bioelectrical Impedance Analysis (BIA) For Assessing Tbw and Ffm of Indian Females**

**Fig.4**: Normal distribution versus Standardized residuals of Indian females showing the relationship between Total Body Water (TBW) in litres, Impedance Index (Height²/Impedance of body at frequencies of 5KHz, 50KHz, 100KHz, 200KHz) in (cm²/Ω) and Weight of body in Kg at 5 KHz.
Fig5: Scale location plot between the square root of standardized residuals versus fitted values of Indian females showing the relationship between Total Body Water (TBW) in (litre), Impedance Index (Height$^2$/Impedance of body at 5KHz, 50KHz, 100KHz, 200KHz frequencies in cm$^2$/Ω) and Weight of body in Kg.
Fig6: Residual versus leverage plot and standardised residuals verses cook’s distance plot of Indian females showing the relationship between Total Body Water(TBW) in litre, Impedance Index (Height²/Impedance of body at 5KHz, 50KHz, 100KHz, 200KHz frequencies) in cm²Ω and Weight of body in Kg.

Fig7: Scatter Plot Matrix distribution of body composition of Indian females showing the relationship between Fat Free Mass (FFM) in Kg, Impedance Index (Height²/Impedance of body at 5KHz, 50KHz, 100KHz, 200KHz frequencies) in cm²Ω and Weight of body.
Fig 8: Random scatter distribution residual versus fitted values of Indian males showing the relationship between Fat Free Mass (FFM) in Kg., Impedance Index (Height²/Impedance of body at 5KHz, 50KHz, 100KHz, 200KHz frequencies) in (cm²/Ω) and Weight of body in Kg.
**Bioelectrical Impedance Analysis (BIA) For Assessing Tbw and Ffm of Indian Females**

**Fig9**: Normal distribution versus Standardized residuals of Indian males showing the relationship between Fat Free Mass (FFM) in Kg., Impedance Index (Height$^2$/Impedance of body at 5KHz, 50KHz, 100KHz, 200KHz frequencies) in $(\text{cm}^2/\Omega)$ and Weight of body in Kg.
**Fig10:** Scale location plot between the square root of standardized residuals versus fitted values of Indian females showing the relationship between Fat Free Mass (FFM) in (Kg), Impedance Index (Height\(^2\)/Impedance of body at 5KHz, 50KHz, 100KHz, 200KHz frequencies) in (cm\(^2\)/Ω) and Weight of body in Kg.
**Bioelectrical Impedance Analysis (BIA) For Assessing TBW and FFM of Indian Females**

**Fig 11:** Residual versus leverage plot and standardised residuals versus cook’s distance plot of Indian females showing the relationship between Fat Free Mass (FFM) in (Kg), Impedance Index (Height/Impedance of body at 5KHz, 50KHz, 100KHz, 200KHz frequencies) in (cm²/Kg) and Weight of body in Kg.

**Comparison of measured and predicted results:** The Table below shows the comparative of measured and predicted values of TBW and FFM at frequencies of 5KHz, 50KHz, 100KHz and 200KHz.

**TABLE 4:**

<table>
<thead>
<tr>
<th>S.No.</th>
<th>TBW measured</th>
<th>TBW predicted at 5KHz</th>
<th>FFM measured</th>
<th>FFM predicted at 5KHz</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>23.911</td>
<td>24.089</td>
<td>24.069</td>
<td>24.008</td>
</tr>
<tr>
<td>2.</td>
<td>25.38</td>
<td>25.82</td>
<td>25.736</td>
<td>26.132</td>
</tr>
<tr>
<td>3.</td>
<td>24.028</td>
<td>23.768</td>
<td>23.927</td>
<td>23.86</td>
</tr>
<tr>
<td>4.</td>
<td>26.687</td>
<td>27.373</td>
<td>27.209</td>
<td>27.557</td>
</tr>
<tr>
<td>5.</td>
<td>25.294</td>
<td>24.853</td>
<td>24.649</td>
<td>24.95</td>
</tr>
<tr>
<td>6.</td>
<td>30.497</td>
<td>30.028</td>
<td>30.025</td>
<td>29.917</td>
</tr>
<tr>
<td>7.</td>
<td>25.866</td>
<td>25.816</td>
<td>26.031</td>
<td>25.93</td>
</tr>
<tr>
<td>8.</td>
<td>22.505</td>
<td>22.830</td>
<td>22.928</td>
<td>22.58</td>
</tr>
<tr>
<td>10.</td>
<td>27.553</td>
<td>27.5</td>
<td>27.529</td>
<td>27.412</td>
</tr>
<tr>
<td>11.</td>
<td>23.143</td>
<td>23.079</td>
<td>22.903</td>
<td>22.838</td>
</tr>
<tr>
<td>14.</td>
<td>23.276</td>
<td>23.558</td>
<td>23.511</td>
<td>23.452</td>
</tr>
<tr>
<td>17.</td>
<td>27.154</td>
<td>27.053</td>
<td>27.443</td>
<td>27.32</td>
</tr>
<tr>
<td>19.</td>
<td>25.87</td>
<td>25.338</td>
<td>25.534</td>
<td>25.426</td>
</tr>
<tr>
<td>22.</td>
<td>24.529</td>
<td>24.244</td>
<td>24.248</td>
<td>24.33</td>
</tr>
<tr>
<td>23.</td>
<td>26.304</td>
<td>25.547</td>
<td>25.443</td>
<td>25.35</td>
</tr>
<tr>
<td>24.</td>
<td>27.621</td>
<td>27.688</td>
<td>27.660</td>
<td>27.55</td>
</tr>
<tr>
<td>25.</td>
<td>29.346</td>
<td>29.42</td>
<td>29.369</td>
<td>29.227</td>
</tr>
<tr>
<td>26.</td>
<td>24.709</td>
<td>24.57</td>
<td>24.67</td>
<td>24.59</td>
</tr>
<tr>
<td>27.</td>
<td>27.221</td>
<td>27.089</td>
<td>27.167</td>
<td>27.05</td>
</tr>
<tr>
<td>28.</td>
<td>23.07</td>
<td>22.9</td>
<td>22.947</td>
<td>22.87</td>
</tr>
<tr>
<td>29.</td>
<td>25.798</td>
<td>25.73</td>
<td>25.625</td>
<td>25.538</td>
</tr>
<tr>
<td>30.</td>
<td>27.92</td>
<td>28.51</td>
<td>28.49</td>
<td>28.381</td>
</tr>
<tr>
<td>31.</td>
<td>27.596</td>
<td>27.585</td>
<td>27.696</td>
<td>27.565</td>
</tr>
<tr>
<td>32.</td>
<td>25.882</td>
<td>26.003</td>
<td>25.866</td>
<td>25.774</td>
</tr>
<tr>
<td>34.</td>
<td>29.049</td>
<td>29.09</td>
<td>29.045</td>
<td>28.917</td>
</tr>
<tr>
<td>35.</td>
<td>28.522</td>
<td>28.583</td>
<td>28.574</td>
<td>28.93</td>
</tr>
<tr>
<td>36.</td>
<td>29.314</td>
<td>29.247</td>
<td>29.029</td>
<td>28.89</td>
</tr>
</tbody>
</table>

**Table 4 Continued:**
Bioelectrical Impedance Analysis (BIA) For Assessing TBW and FFM of Indian Females

Results and Discussion: The physical characteristics of samples are shown in Table 1 and Table 2. The prediction equations developed for Total Body Water at 5 KHz, 50 KHz, 100 KHz and 200 KHz are as shown below:

\[ \text{TBW}_{\text{BIA}} = (0.24689) \times Z_{\text{SIK}} + (0.25593) \times \text{Body weight} + 5.8336 \]  
\[ \text{TBW}_{\text{BIA}} = (0.022363) \times Z_{\text{SIK}} + (0.29178) \times \text{Body weight} + 4.89741 \]  
\[ \text{TBW}_{\text{BIA}} = (0.23751) \times Z_{\text{SIK}} + (0.24204) \times \text{Body weight} + 5.31032 \]  
\[ \text{TBW}_{\text{BIA}} = (0.222363) \times Z_{\text{SIK}} + (0.29178) \times \text{Body weight} + 4.89741 \]

Where \( \text{TBW}_{\text{BIA}} \) is Total body water in litres, \( Z_{\text{SIK}} \), \( Z_{\text{SIK}} \), \( Z_{\text{SIK}} \), \( Z_{\text{SIK}} \) is Impedance indexes of the body at 5KHz, 50KHz, 100KHz, 200 KHz respectively in \( \text{(cm}^2\Omega) \). Body weight is the weight of the body in Kg. The prediction equations developed for Fat Free Mass at 5 KHz, 50 KHz, 100 KHz and 200 KHz are as shown below:

\[ \text{FFM}_{\text{BIA}} = (0.12496) \times Z_{\text{SIK}} + (0.56707) \times \text{Body weight} + 15.91914 \]  
\[ \text{FFM}_{\text{BIA}} = (0.11924) \times Z_{\text{SIK}} + (0.50014) \times \text{Body weight} + 16.70689 \]  
\[ \text{FFM}_{\text{BIA}} = (0.13920) \times Z_{\text{SIK}} + (0.42686) \times \text{Body weight} + 17.20722 \]  
\[ \text{FFM}_{\text{BIA}} = (0.21844) \times Z_{\text{SIK}} + (0.34863) \times \text{Body weight} + 15.78796 \]

Where \( \text{FFM}_{\text{BIA}} \) is Total body water in Kg, \( Z_{\text{SIK}} \), \( Z_{\text{SIK}} \), \( Z_{\text{SIK}} \), \( Z_{\text{SIK}} \) is Impedance indexes of the body at 5KHz, 50KHz, 100KHz, 200 KHz respectively in \( \text{(cm}^2\Omega) \). Body weight is the weight of the body in Kg. The other statistical analysis such as Standard Error of Estimate (S.E.E.) for Intercept, Impedance index at 5KHz, 50KHz, 100KHz and 200 KHz, Residual Standard Error (R.S.E.), Multiple R squared, mean standard deviation of predictor variable i.e. Impedance index and weight and dependent variable i.e. TBW and FFM at 5KHz, 50KHz, 100KHz and 200 KHz are given in Table 3.

A comparative study of TBW and FFM at frequencies of 5 KHz, 50 KHz, 100 KHz and 200 KHz is shown in Table 4. From the results obtained it is seen that predicted values are very close to measured values. However, predicted values of TBW and FFM at 50 KHz, 100 KHz and 200 KHz are much closer to measured values than the predicted values at 5 KHz. This is due to the fact that at low frequencies, the current cannot bridge the cellular membrane and will pass predominantly through the extracellular space. At higher frequencies penetration of the cell membrane occurs and the current is conducted by both the extra-cellular water (ECW) and intra-cellular water (ICW).
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ABSTRACT
The thesis focuses on the application of computational intelligence (CI) techniques for two problems - System identification and digital filter design. In system identification, different case studies have been carried out with equal or reduced number of orders as the original system and also in identifying a blackbox model. Lowpass, Highpass, Bandpass, stopband FIR and Lowpass IIR filters have been designed using three algorithms using two different fitness functions. Particle Swarm Optimization (PSO), Differential Evolution based PSO (DEPSO) and PSO with Quantum Infusion (PSO-QI) algorithms have been applied in this work. PSO-QI is a new hybrid algorithm where global best particle obtained from PSO goes into tournament with an offspring produced by mutating the gbest of PSO using the quantum principle in quantum behaved PSO (QPSO) and the winner is selected as the new gbest of the swarm.

In QPSO, unlike traditional PSO, exact values of particle’s position and velocity cannot be determined. However, its position in the solution space is determined by mapping the probability of its appearance in the quantized search space. The results obtained from PSO-QI have been compared with the DEPSO hybrid algorithm and the classical PSO. In all of the cases, PSO-QI has outperformed the other two algorithms in its ability to converge to the lowest error value and its consistency in finding the solution every time and thus proven to be the best. However, the computational complexity of PSO-QI is higher than that of the other two algorithms.

I. INTRODUCTION
System identification is a challenging and complex optimization problem due to nonlinearity of systems and even more in a dynamic environment. Adaptive infinite impulse response (IIR) systems are preferably used in modeling real-world systems because of their reduced number of coefficients and better response over the finite impulse response (FIR) filters. In this work, system identification has been viewed as a problem of adaptive IIR filter design so that it becomes a parameter estimation problem.

Digital filter design is also a complex optimization problem due to the number of filter parameters that can be optimized. Hence CI techniques can be used to estimate the filter coefficients so as to optimize these parameters and design the desired filter response.

PSO and its other variants have been a topic of research over the past decade. Inspired by social behavior of bird flocking and fish schooling, PSO has proven to be an effective stochastic search technique. Hence it has been applied to a wide variety of problems related to search optimization, clustering, routing, scheduling. PSO has gone through various changes and different variants have been introduced in order to solve the problem more effectively. It has also been combined with other different algorithms to create hybrid optimization algorithms. These algorithms have been reported in different literatures and applied to different practical application. In this thesis, two problems have been studied – system identification and digital filter design. These applications have been implemented using the standard PSO and two hybrid algorithms – differential evolution partial swarm optimization (DEPSO) and PSO with quantum infusion (PSO-QI). These results of system identification have also been compared with another hybrid algorithm PSO with evolutionary algorithm (PSO-EA). The thesis covers the details of these algorithms, the research work carried out towards the implementation of the above mentioned problems and their results.
II. OBJECTIVES

The main objective of this research is to apply swarm, evolutionary and quantum based algorithms to solve two practical problems viz. system identification and digital filter design. PSO, DEPSO and PSO-QI are the major algorithms involved in this work for system identification and in the design of digital filters. The results of the case studies are also presented.

III. THESIS LAYOUT

The thesis has been divided into 9 chapters. Chapter 1 introduces to the topic and Major areas of this research work. In Chapter 2, system identification has been explained This chapter introduces to the problem of system identification and traditional and modern techniques used to solve it. In Chapter 3, digital filter design is explained In next three chapters, the three algorithms have been explained in detail. In Chapter 4, PSO has been covered. This chapter explains the basics of the algorithm and how it has been applied to the above mentioned problems. In Chapter 5, DEPSO has been explained. Similarly, PSO-QI has been explained in Chapter 6 In the next two chapters, case studies carried out during the research and the results obtained from them have been presented. In Chapter 7, studies and results of system identification have been presented. This chapter shows the comparison of results obtained from system identification, and is presented as figures and tabulated data. In Chapter 8, similar results obtained for digital filter design are presented. These results are also presented as figures and tabulated data and show a comparison of different algorithms as applied to the problem. Conclusion of the thesis and future work is presented.

SYSTEM IDENTIFICATION

INTRODUCTION

System identification is a challenging and complex optimization problem due to nonlinearity of the systems and even more in a dynamic environment. Adaptive infinite impulse response systems are preferably used in modeling real world systems because of their reduced number of coefficients and better performance over the finite impulse response filters. Particle Swarm Optimization (PSO) and its other variants has been a subject of research for the past few decades for solving complex optimization problems. In this thesis, the concept of Differential Evolution based Particle Swarm Optimization (DEPSO) is implemented for system identification. A hybrid of Particle Swarm Optimization and Evolutionary Algorithm (PSO-EA) has been considered for comparison with PSO and DEPSO algorithms.

SYSTEM IDENTIFICATION PROBLEM

System identification is the mathematical modeling of an unknown system by monitoring its input output data. This is achieved by varying the parameters of the enveloped model so that for a set of given inputs, its output match that of the system under consideration. For a plant whose behavior is not known, an adaptive system can be modeled and its parameters can be continuously adjusted using any adaptive algorithms. By the use of such adaptive algorithms, the required parameters can be obtained such that the output of the plant and the model are same for the same set of inputs, which is the goal of system identification (Panda et al., 2007). Traditionally, Least Mean Square(LMS) and other algorithms have been studied for the identification of linear and static systems (Windrow et. al., 1976). But, almost all physical systems are nonlinear to certain extent and recursive in nature and hence it is more convincing to model such systems by using nonlinear models (Panda et. al., 2007; Krusienks and Jenkins, 2005). Thus nonlinear system identification has attracted attention in the field of science and engineering. Hence these are better modeled as Infinite Impulse Response (IIR) models as they can provide better performance than a Finite Impulse Response (FIR) filter with the same number of coefficients (Shynk, 1989(a)). Thus the problem of nonlinear system identification can also be viewed as a problem of adaptive IIR filtering. Also, IIR models are more efficient than the FIR models for implementation as they require less parameter and hence fewer computations for the same level of performance. However, there are few problems associated with the use of IIR models in identification of a system, such as instability of the algorithms, slow convergence and convergence to the local minimum(Netto et al., 1995). In order to overcome these, different techniques have been developed over the years. Fig. shows a block diagram describing the problem of system identification.
SYSTEM IDENTIFICATION TECHNIQUES

Different learning algorithms have been used in the past for nonlinear system identification. These techniques include use of neural network (Hongwei and Yanchun, 2005) and gradient based search techniques such as least mean square algorithm (Shynk, 1989(a)). Unfortunately, the error surface of such recursive systems such as a multi- machine power system (Kundur, 1993) tends to be multi-modal and hence traditional techniques of parameter approximation fail as they get trapped into local minimum and cannot attain the global minimum (Krusienski and Jenkins, 2005). Various algorithms that are implemented in the adaptive IIR filtering for system identification are described in (Netto et al., 1995).

Population based search algorithm such as Genetic Algorithm (GA) has also been used for the system identification. It uses a population of potential solutions encoded as chromosomes which go through genetic operations such as crossover and mutation to find the best solution (Kristinsson and Dumont, 1992). But its effectiveness is affected by the convergence time (the time it takes to find the global minimum). So to eliminate such efficiencies, population based stochastic optimization techniques have been discussed in various literatures. Particle Swarm Optimization (PSO) is one of the most known techniques (delValle et al., 2007). Application of PSO in the system identification has been discussed in (Panda et al., 2007). In (Lee et al., 2006), a method for the identification of nonlinear system and parameter optimization of the obtained input- output model has been described. The proposed method uses least squares support vector machines regression based on PSO. In another work, PSO has been used for optimizing the parameters of Elman neural network which is used for speed identification of ultrasonic motors (Hongwei and Yanchun, 2005). A modified form of PSO called as the self-organizing particle swarm optimization and its application in the system identification has been discussed in (Shen and Zeng, 2007). Radial Basis Function Neural Network (RBFNN) has been used for system identification in (Chen et al., 2007), where a hybrid gradient-based PSO algorithm has been used to adjust the parameters of the RBFNN. In (Liu et al., 2006), particle swarm optimization and quantum-behaved particle swarm optimization have been used for the system identification. Use of different types of stochastic optimization techniques in adaptive IIR filters and nonlinear systems has been explained in (Krusienski and Jenkins, 2005). Use of Differential Evolution (DE) and Ant Colony Optimization (ACO) in IIR filter design has been presented in (Karaboga, 2005) and (Karaboga et al., 2004) respectively. They also talk about the possible use of these approaches in system identification and other applications. But these algorithms have the tendency to get stuck in the local minimum when the complexity of the problem increases and in dynamic systems where time allowed for convergence is constrained. Hybrid algorithms are used to improve the performance by combining the best feature of both algorithms. In (Cai et. al., 2007), one such hybrid algorithm has been shown. In the paper, PSO and Evolutionary Algorithm (PSO-EA) hybrid has been implemented to combine the best features of PSO (co-operation) and EA (competition).

SUMMARY

Identification of complex systems is an optimization problem and is viewed as IIR system identification in this chapter. By the use of swarm and evolutionary algorithms, the coefficients of the filter are determined. The results of the study are shown in Chapter
DIGITAL FILTER DESIGN

INTRODUCTION

This chapter introduces digital filter design as an optimization problem and discusses various methods applied in the design of digital filters traditionally and currently using the computational intelligence techniques.

DIGITAL FILTER

A filter is a frequency selective circuit that allows a certain frequency to pass while attenuating the others. Filters could be analog or digital. Analog filters use electronic components such as resistor, capacitor, transistor etc. to perform the filtering operations. These are mostly used in communication for noise reduction, video/audio signal enhancement etc. In contrast, digital filters use digital processors which perform mathematical calculations on the sampled values of the signal in order to perform the filter operation. A computer or a dedicated digital signal processor may be used for implementing digital filters. Filters mostly find their use in communication for noise reduction, audio/video signal enhancement etc. Any time varying signal \( C = x(t) \) sampled at a sampling interval of \( h \) has input signals \( X_0, X_1, X_2, \ldots \) in intervals \( 0, h, 2h, 3h, \ldots \). These inputs have corresponding outputs \( y_0, y_1, y_2, \ldots, y_n \), depending upon the kind of operation performed. Thus, the order of the filter is determined by the number of the previous input terms used to calculate the current output. The \( a_0, a_1, a_2 \) terms appearing in the following equations are called the filter coefficients and determine the operation of the filter. These determine the characteristics of the filter. Various filter parameters which come into picture are the stopband and passband normalized frequencies \( (W_s, W_p) \) the passband and stopband ripple \( (\delta_p) \) and \( (\delta_s) \) the stopband attenuation and the transition width. This has been shown in Fig.

![Filter Parameters Graph](image)

PARTICLE SWARM OPTIMIZATION

INTRODUCTION

Introduced by Eberheart and Kennedy in 1995 (del Valle et al., 2007), PSO is a search technique based on social behavior of bird flocking and fish schooling. There are different kinds of bio and social behavior inspired algorithms. PSO is one of the different swarm based algorithms. In PSO, each particle of the swarm is a possible solution in the multi-dimensional search space. The particles change their positions with a certain velocity in each iteration, according to the standard PSO equations, thus moving towards the global best (gbest) solution. Being easy to implement and yet so effective, PSO has been utilized in a wide variety of optimization applications. In this thesis, PSO has been used in system identification and to design digital filters.
PSO ALGORITHM

Particle swarm optimization is a population based search algorithm and is inspired by the observation of natural habits of bird flocking and fish schooling. In PSO, a swarm of particles moves through a \( D \) dimensional search space. The particles in the search process are the potential solutions, which move around the defined search space with some velocity until the error is minimized or the solution is reached, as decided by the fitness function. Fitness function is the measure of particles fitness which is the deviation of the particle from the required solution. The particles reach to the desired solution by updating their position and velocity according to the PSO equations. In PSO model, each individual is treated as a volume-less particle in the \( D \) - dimensional search space with initial random velocity. Each particle has memory which keeps track of its previous best position and fitness, with the position and velocity of \( i \) particle represented as:

\[
\begin{align*}
\text{Position} & : x_i \\
\text{Velocity} & : v_i \\
\end{align*}
\]

DIFFERENTIAL EVOLUTION PARTICLE SWARM OPTIMIZATION

INTRODUCTION

Due to the limitations of PSO in finding the best solution, different other approaches were also considered. Over the past few years, research in the field of computational intelligence gave birth to a number of different approaches. All of these algorithms had some special features in finding the best solutions, either their convergence speed or their ability to find the better solution. However, they suffered from one or the other problems. In order to overcome these shortcomings and utilize their effective best properties, hybrid algorithms were introduced. Hybrid algorithms take the best features of the individual algorithms and thus tend to be more effective than the individual algorithms. DEPSO is one of such hybrid algorithms. In this chapter, DEPSO and its applications in system identification and digital filter design is discussed.
DEPSO ALGORITHM

DEPSO is the hybrid of DE and PSO. Differential Evolution. Differential Evolution was introduced by Storn and Price in 1995 (Storn, 1996). It is also a population based stochastic search technique for function minimization. In (Storn, 1996), DE has been applied in the field of filter design. In DE, the weighted difference between the two population vectors is added to a third vector and optimized using selection, crossover and mutation operators as in to a third vector and optimized using selection, crossover and mutation operators as in individual, called the offspring, is then recombined with the parent under certain criteria such as crossover rate. Fitness of both the parent and the offspring is then calculated and the offspring is selected for the next generation only if it has a better fitness than the parent (Karaboga, 2005). The mutation takes place according to (14).

CONCLUSION

INTRODUCTION

In this work, swarm, evolutionary and quantum based intelligent optimization algorithms are used in system identification and to design digital filters. It was shown that the swarm based algorithms has many variants and has been hybridized with other algorithms to increase its effectiveness. It was also seen that by hybridization of the algorithms, best features of both the algorithms are retained and thus new algorithm so evolved is more robust. In this chapter, a conclusion of all the chapters is provided.

SECTION SUMMARY

The first three chapters of the thesis cover the introduction to the problem. In Chapter 1, introduction to the thesis is provided. Chapter 2 covers the description of system identification. Introduction to the problem and traditional and modern methods applied to solve it are explained in this chapter. In Chapter 3, digital filter design is explained. This chapter also introduces to the problem of digital filter design and various traditional and new methods applied in the design. The next three chapters of the thesis describe the involved algorithms and their operation in detail. In Chapter 4, particle swarm optimization has been explained. As one of the pioneer stochastic search optimization technique based on the social behavior of bird flocking and fish schooling, algorithm of PSO has been described in this chapter. In Chapter 5, a hybrid optimization algorithm DEPSO has been explained. A combination of DE and PSO, it uses the differential evolution operation on the offspring to mutate the particle and create an offspring. The chapter covers the detail of its operation. In Chapter 6, another hybrid algorithm, PSO-QI has been introduced. PSO-QI emerges from the infusion of quantum operation obtained from QPSO on the particle of the PSO. Concepts of quantum particle swarm optimization and its application on the PSO have been explained in this chapter. In the next two chapters, the results obtained from the case studies have been presented. In Chapter 7, the results obtained from the application of different algorithms in the system identification have been presented. These results show the effectiveness of the new hybrid algorithms in comparison to the traditional PSO. In Chapter 8, the results for the digital filter design are shown. This chapter shows the results of designing different kinds of digital filters using various algorithms described in the previous chapters. These results also suggest that the new hybrid algorithms are more effective than the traditional PSO. These two chapters present their comparison in terms of figures and tabulated data from different case studies.

MAIN CONCLUSION

The main focus of the thesis is in system identification and in the design of digital filters. The research work leading to the thesis is related to identification of an IIR system. This is achieved by modeling the unknown system with IIR systems of same or reduced number of orders. In digital filter design, Lowpass, Highpass, Bandpass and Bandstop FIR and Lowpass IIR filters are designed using different optimization algorithms. The results for system identification as well as digital filter design have been shown. In this work, particle swarm optimization is used as the baseline algorithm. Two other algorithms are considered to improve the results obtained from PSO. These are hybrid algorithms based on differential evolution and quantum particle. The DEPSO algorithm performed better than PSO in system identification as well as in digital filter design. Results obtained from PSO-QI are better than both PSO and DEPSO and hence it has outperformed the other two algorithms in all the case studies of system identification and digital filter design.

Fitness function based on passband and stopband ripples of the filter response is used to design both FIR and IIR filters where as the fitness function based on MSE is used to design FIR filters only. It is observed that all three of the algorithms are able to approximate the filter coefficients in a number of iterations but PSO-QI always performed the best among them. Figures and tabulated results all show that PSO-QI is more consistent in its performance and it can achieve a lower value of average error in of the cases using two different fitness functions. Although it took longer for the algorithm to converge because of its computational complexity, it found much better solution than PSO, DEPSO and QPSO. The results are not tabulated for QPSO because of the higher number of iterations and the results are clear from the figures. However, comparison has been made to confirm that PSO can not achieve the same amount of convergence even when allowed to run for the amount of time taken by PSO-QI. Hence, can be concluded that swarm, evolutionary and quantum algorithms can be effectively used in digital filter design, and PSO-QI is a better choice. It is evident from the figures and results how the best features of two algorithms can be extracted and performance can be improved by the hybridization of these algorithms.
FUTURE RESEARCH
This thesis covered application of different optimization algorithms in system identification and digital filter design problems. However, there is more room for research. The most open ground for research is the improvement of the algorithms themselves. The parameters tuning is a big issue in the use of these algorithms and efforts are being made to reduce the number of parameters that determine the effectiveness of the algorithm. Apart from that, the hybrid algorithms leave a lot of room for research in how the hybridization should be carried out. In some cases, the gbest particle obtained from PSO is used; whereas the whole population is mutated in other cases. The mutation operation is sometime applied to a random member of the pbest population where as sometimes on the gbest particle itself.

These different choices affect the effectiveness of the algorithms differently and no fixed convention has been defined. It is up to the researcher to decide and apply his intuition and experience based on trial and error over a number of trials. Thus exploration of these areas in improving the effectiveness of the algorithms based on the best parameters and best approach to hybridization remains to be a work for future research.

In this thesis, a quantum behaved particle swarm optimization was introduced those concepts are radical to the classical concept of swarm optimization. However, it as shown that these algorithms are more effective than the classical PSO. So, it is also a round for future research how new algorithms can be developed by borrowing concepts from different fields of science and applied to improve the existing algorithms. Apart from that, the application of these and other various algorithms in other different kinds of real world applications also remains to be the work for future research. This research mainly focused on carrying out simulations on the computer using. So, its implementation on a dedicated digital signal processor (DSP) on real data can also be looked at in the future. By implementing the digital filters on a DSP with actual data from various sources such as power systems, the ability of the algorithms to actually identify the filter coefficients and design adaptive filters could be tested. On a hardware environment, various other constraints such as memory, storage size, speed of the processor etc. will also come into the effect and hence design of algorithms according to these requirements will pose more challenge to the research.

SUMMARY
In this chapter, summary of all the chapters was covered. The chapter covered the aim motivation of the thesis and briefly summarized how different algorithms are used in two different kinds of optimization problems in the research work. The chapter also concluded that the hybrid algorithms have given better results and also explained the remaining work that can be taken forward for the future research.
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I. INTRODUCTION

Contrast enhancement means improving the visual appearance of the images as well as videos to make it more satisfactory to the human or machine. Contrast enhancement comes under the image enhancement techniques. It is used in both image as well as video processing for better visual perception. Several contrast enhancement techniques are already available. Each technique has got merits and demerits. Histogram equalization is a very traditional technique where the intensity values of the image are redistributed. Due to environmental lighting conditions or because of the defects in the photographic devices, images may suffer from poor contrast. So in order to improve the image quality contrast enhancement is done. Histogram equalization is a simple and effective technique commonly for contrast enhancement [9].

Generally, the image enhancement techniques are categorized into two: direct [2] and indirect enhancement techniques. In direct enhancement techniques, the contrast of the image is directly defined by a definite contrast term [2]. But in indirect enhancement techniques the contrast is improved by redistributing the intensity values of the image [1]. Histogram equalization [9] techniques can be divided as local and global. In global, the active range of intensity can be extended using the histogram of the image and thereby increase the quality. In histogram equalization [9], cumulative distribution function is used to normalize the distribution of intensities, so that the output image will have uniform distribution of intensities. HE will produce a washed out effect in the images [9].

In local HE, the histogram as well as the information obtained from the neighborhood pixels are used for this technique. Here the image is divided into several sub-blocks and then perform HE on each block. The final image is produced by merging these sub-blocks. The most popular indirect enhancement technique is called histogram modification techniques [3]. These are easy techniques which can be implemented in a faster way [1]. A gamma correction method comes under these HM techniques. Here a varying adaptive parameter γ is used. Transform- based gamma correction [17] is the simplest and it can be derived as

\[ T(l) = l_{\text{max}} (l/l_{\text{max}})^{\gamma} \] (1)
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Where \( l \) is the intensity of each pixel in the input image and \( l_{\text{max}} \) is the maximum intensity. Since a fixed parameter is used in gamma correction different images will display same changes in intensity. In order to solve this problem a bi level weighted histogram equalization technique proposed in [16] is used. But this method also has some problems like over enhancement.

In section 2, related works are described. Section 3 presents the proposed technique. Section 4 discusses the performance metrics to measure the quality of contrast enhanced image. In section 5, results are discussed and conclusion is given in section 6.

II. RELATED WORKS

Here some previous works related to histogram equalization and adaptive gamma corrections are discussed. The bi level weighted histogram equalization (BWHE) method [16] segments the input histogram into two sub histograms based on its mean intensity value. The major problem of this method is the over enhancement and the introduction of irregularity, called blocking effect.

In segment dependent dynamic multi-histogram equalization [18] the input histogram is divided into \( n \) segments based either on its mean or median and a range is calculated. Histogram equalization is done based on this range and finally the output image will be normalized. This method is not suitable for color images. Another method called adaptive gamma correction with weighting distribution combines the traditional HE method and TGC method [17].

III. PROPOSED METHOD

To solve the problems of the earlier works, a new method has been proposed which combines the bi level HE with the adaptive gamma correction method [5]. It will produce a high quality image and the computation is also less. This bi level HE is a technique which combines two methods - Weighted Threshold Histogram Equalization (WTHE) [13] and Brightness preserving Bi-Histogram equalization (BBHE) [3]. The algorithm for the proposed method can be described as follows in which the equations are derived from [16] and [17]:

1. Input image is separated into R, G and B components. The following steps are applied to each of the components separately.
2. Compute the probability density function (PDF) of each component.
3. Find the mean pdf of each component.
4. Then apply the constraints described below on each component.

\[
P_{c}(r_k) = \begin{cases} \frac{P(r_k) - \beta}{\alpha - \beta} & \text{if } P(r_k) \leq \alpha \\ \frac{P(r_k) - \beta}{\alpha - \beta} & \text{if } P(r_k) > \alpha \\ 0 & \text{if } P(r_k) < \beta \end{cases}
\]

(2)

Where \( \alpha = v \times \max(P(r_k)) \), \( 0.1 < v < 1.0 \), \( \beta = 0.0001 \) and \( r \) is the power factor such that \( 0.1 < r < 1.0 \).
5. Find the mean of constrained pdf and then compute the mean error.

\[
m_e = m_c - m
\]

(3)

6. Add the mean error \( m_e \) to constrained pdf \( P_c \).
7. Find the cumulative density function \( C \) using the \( P_c \).
8. After that find the weighted pdf value using the below equation:

\[
P_w(l) = P_{c_{\text{max}}} \left( \frac{P_c(l) - P_{c_{\text{min}}}}{P_{c_{\text{max}}} - P_{c_{\text{min}}}} \right)^a
\]

(4)

9. Then the modified cdf can be approximated as:

\[
w(l) = \sum_{i=0}^{i_{\text{max}}} P_w(l) / \sum P_w
\]

(5)
Bi-Level Weighted Histogram Equalization with Adaptive Gamma Correction

Where the sum of $p_d f_w$ can be calculated as:

$$\sum P_w = \sum_{l=0}^{l_{\text{max}}} P_w(l) \quad (6)$$

11. Finally the gamma value is calculated as:

$$\gamma = 1 - C_w(l) \quad (7)$$

And apply this in the gamma correction formula as:

$$T(l) = l_{\text{max}}\left(\frac{l}{l_{\text{max}}}\right)^{\gamma} = l_{\text{max}}\left(\frac{l}{l_{\text{max}}}\right)^{1-C_w(l)} \quad (8)$$

The AGC method will gradually increase the low intensities and avoid the decrease of the high intensity. So in order to avoid the undesirable effects produced in the image, a weighting distribution is also applied [4]. According to [6] and [7] color images are enhanced using HSV color model, where the hue (H) and saturation (S) is used to represent the color content and value (V) represents the luminance intensity.

In bi-level histogram equalization the computation of constrained pdf helps to control the equalization of images. After finding out the pdf it is clamped to an upper threshold value $\alpha$ and lower threshold value $\beta$. The value of $\alpha$ comes in the range of 0.1 to 1.0 so that, the pdf’s are clipped with high probabilities. If the value of $\alpha$ is beyond this limit, then over-enhancement occurs. The value of $\gamma$ is always less so that, over-enhancement is very rare. The mean error is calculated in order to recompense the change in the mean luminance level.

IV. IMAGE QUALITY MEASUREMENT

Here two parameters are used to measure the quality of the image. They are: Peak Signal to Noise Ratio (PSNR) for contrast enhancement measurement [8] and Absolute Mean Brightness Error (AMBE) for measuring the mean brightness value [8].

4.1. Peak Signal to Noise Ratio

The PSNR [8] is used to compute the peak signal to noise ratio between two images. The ratio is used as a quality measurement between the original and contrast enhanced image. The higher the PSNR value, the better the quality of the image.

To compute the PSNR value initially the mean-squared error is calculated using the following equation:

$$MSE = \sum_{MN}[I_1(m,n) - I_2(m,n)]^2 \quad (9)$$

Where M and N are the number of rows and columns in the input images. Then the PSNR can be calculated as follows:

$$PSNR = 10 \log 10 \left[ \frac{R^2}{MSE} \right] \quad (10)$$

R is the maximum variation in the input image data type.

4.2. Absolute Mean Brightness Error

The proposed method is trying to preserve the brightness of the images by considering the value of AMBE [8]. It is calculated as:

$$AMBE = |E[Y] - E[X]| \quad (11)$$

Where E[Y] is the mean of contrast enhanced image and E[X] is the mean of original image.
V. RESULTS AND DISCUSSION

The performance of the proposed method bi-level histogram equalization with adaptive gamma correction (BWHEAGC) was tested on several color images. The images are shown in Figure 1. To compare the performance of the proposed method the same images are enhanced using AGCWD [17] method, BWHE and SDMHE methods. The performance of all these methods are qualitatively measured using PSNR and AMBE.

In this paper 8 dimmed images are used for contrast enhancement and comparison. The contrast enhancement of images (a) and (e) and their corresponding histogram are shown in Figure 2 and Figure 3 respectively.

![Figure 1. Eight dimmed images](image1)

![Figure 2. Contrast enhancement of image (a), (1) original image, (2) BWHE method, (3) SDMHE method, (4) AGCWD method, (5) Proposed method](image2)
From the above contrast enhanced images it is clear that the BWHE [16] method and the SDMHE [18] method are producing poor results. In BWHE method over-enhancement is the problem. This problem is solved in the proposed method by using an adaptive gamma correction method. The SDMHE method is suitable only for gray level images. The AGCWD [17] method and the proposed method are giving visually acceptable images. But the output produced by the proposed method is better. The performances of these methods are measured using two parameters namely, PSNR and AMBE. The PSNR values are given in Table 1 and the AMBE values are given in Table 2.

### Table 1. Comparison of PSNR values

<table>
<thead>
<tr>
<th>Image</th>
<th>Method</th>
<th>BWHE</th>
<th>SDMHE</th>
<th>AGCWD</th>
<th>BWHEAGC</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>BWHE</td>
<td>8.2298</td>
<td>10.2595</td>
<td>14.6281</td>
<td>15.9629</td>
</tr>
<tr>
<td>(b)</td>
<td>SDMHE</td>
<td>8.3320</td>
<td>11.1200</td>
<td>13.5193</td>
<td>15.2113</td>
</tr>
<tr>
<td>(c)</td>
<td>AGCWD</td>
<td>11.9212</td>
<td>7.8042</td>
<td>20.1488</td>
<td>20.2374</td>
</tr>
<tr>
<td>(d)</td>
<td>BWHE</td>
<td>7.8913</td>
<td>10.0006</td>
<td>15.4067</td>
<td>15.6079</td>
</tr>
<tr>
<td>(e)</td>
<td>SDMHE</td>
<td>5.4459</td>
<td>14.9751</td>
<td>15.4850</td>
<td>13.4838</td>
</tr>
<tr>
<td>(f)</td>
<td>AGCWD</td>
<td>11.0392</td>
<td>11.1143</td>
<td>15.5627</td>
<td>16.7379</td>
</tr>
<tr>
<td>(g)</td>
<td>BWHE</td>
<td>7.9589</td>
<td>9.1970</td>
<td>17.6459</td>
<td>17.6741</td>
</tr>
<tr>
<td>(h)</td>
<td>SDMHE</td>
<td>11.5185</td>
<td>9.4252</td>
<td>17.0107</td>
<td>20.2862</td>
</tr>
</tbody>
</table>

By comparing the PSNR values produced by each of the four methods it is clear that the proposed method (BWHEAGC) produces better results. Because, from the definition of PSNR it is clear that, higher its value better will be the image quality. Also from the Table 2, we get the values of AMBE measure which indicates that the brightness is preserved in the output images. Lower the value of AMBE better will be the brightness preservation.
VI. CONCLUSION

In this paper, the contrast of dimmed images are enhanced with the help of bi-level weighted HE with adaptive gamma correction method. This technique is accomplished using two methods, bi-level weighted histogram equalization where, the pdf and cdf is calculated in a constrained manner and the adaptive gamma correction method where, a weighting is done on this constrained pdf. Then using the calculated gamma value the transformation is done. It is computationally simple method and has a high degree of detail preservation. From the calculated values of PSNR and AMBE measures it is clear that the proposed method has better brightness preservation and is the best method for contrast enhancement.
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ABSTRACT
This paper is concerned with the numerical solution of neutral functional differential equations (NFDEs). Based on the ultraspherical ν-stage continuous implicit Runge-Kutta method is proposed. The description and outlines algorithm of the method are introduced. Numerical results are included to confirm the efficiency and accuracy of the method.
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I. INTRODUCTION
We are interested in the numerical solution of initial-value problem for neutral functional differential equations (NFDEs), which take the form:

\[ y'(t) = f(t, y(t), y'(t)) \quad t_0 < t \leq t_N, \]
\[ y(t) = g(t) \quad \alpha \leq t \leq t_0 \]  

(1)

where \( g(t) \in C^1[\alpha, t_0] \) and the function \( f(t, y(t), y'(t)) \) satisfies the following conditions:

\( H_1 \): For any \( y \in C^1[t_0, t_N] \) the mapping \( t \rightarrow f(t, y(t), y'(t)) \) is continuous on \([t_0, t_N]\).

\( H_2 \): There exist constants \( L_1 \geq 0, 0 \leq L_2 \leq 1 \) such that

\[ \left\| f(t, y_1(.), z_1(.)) - f(t, y_2(.), z_2(.)) \right\| \leq \Lambda \]

\[ \Lambda = L_1 \left\| y_1 - y_2 \right\|_{C^1[\alpha, t_N]} + L_2 \left\| z_1 - z_2 \right\|_{C^0[\alpha, t_N]} \]

for any \( t \in [t_0, t_N] \), \( y_1, y_2 \in C^1[\alpha, t_N] \) and \( z_1, z_2 \in C^0[\alpha, t_N] \).

Under the conditions \( H_1 \) and \( H_2 \) the problem (1) has a unique solution \( y(x) \) [1]. The equations of type (1) have applications in many fields such as control theory, oscillation theory, electrodynamics, biomathematics, and medical science. Numerical methods for the problem (1) were discussed extensively by many authors; see [2-26].
This paper is concerned with the numerical solution of neutral functional differential equations (NFDEs). Based on the ultraspherical $\nu$-stage continuous implicit Runge-Kutta method is proposed. In section 2, we will adapt a finite Ultraspherical expansion to approximate $\int_{t_i}^{t} f(s) \, ds$ and $f(t_i)$ on the interval $I_i$, $i = 0, 1, \ldots, N - 1$. Also, an easily implemented numerical method for NFDEs will be derived. Finally, in section 3 we present some numerical examples; which show that the presented method provides a noticeable improvement in the efficiency over some previously suggested methods.

II. THE NUMERICAL METHOD

2.1 The Description of the method

Let $\Delta := (t_0 < t_1 < \cdots < t_N)$ define a partition for $[t_0, t_N]$, with the step size $h_i = t_{i+1} - t_i$.

Each subinterval $I_i = [t_i, t_{i+1}]$ is divided by the Chebyshev collocation points:

$$t_{ij} = t_i + h_i \xi_j, \quad \xi_j = \frac{1}{2} \left( 1 - \cos \left( \frac{j \pi}{\nu} \right) \right), \quad j = 0, 1, \ldots, \nu$$

This method is based on a finite Ultraspherical expansion in each subinterval $I_i$, $i = 0, 1, \ldots, N - 1$. Consider the approximation $\tilde{f}(t)$ of $f(t)$ for $t = t_i + \theta h_i$, $0 \leq \theta \leq 1$, $i = 0, 1, \ldots, N - 1$ as follows:

$$\tilde{f}(t) = \sum_{r=0}^{\nu} a_r C_r^{[\alpha]} \left( \frac{2 (t - t_i)}{h_i} - 1 \right), \quad t \in [t_i, t_{i+1}]$$

where

$$a_r = \frac{\pi}{\nu} \sum_{l=0}^{\nu} \int_{t_{il}}^{t_{i(\nu+1)}} \left( \sin \left( \frac{l \pi}{\nu} \right) \right)^{2 \alpha} C_r^{[\alpha]} \left( - \cos \left( \frac{l \pi}{\nu} \right) \right)$$

$$t_{il} = t_i + \frac{h_i}{2} \left( 1 - \cos \left( \frac{l \pi}{\nu} \right) \right)$$

Here $C_r^{[\alpha]}(x)$ is the r-th Ultraspherical polynomial. As especial cases, at $\alpha = 0$ give Chebyshev Polynomials of the first kind $C_r^{[0]}(x) = T_r(x)$, at $\alpha = \frac{1}{2}$ give Legendre Polynomials.
\[ C_{\frac{1}{2}}^\alpha(x) = P_1(x), \text{ at } \alpha = 1 \] give Chebyshev Polynomials of the second kind \[ C_{\frac{1}{2}}^\alpha(x) = \frac{1}{1 + r} R_{\frac{1}{2}}(x). \]

A summation symbol with double prims denotes a sum with the first and last terms halved.

Now, we can easily show that the following relations are true:

\[
I_{r}(\theta) = \int_{-1}^{2} C_{r}^{\alpha}(s) \, ds = \begin{cases} 
C_{1}^{\alpha}(2\theta - 1) + 1 & \text{if } r = 0 \\
\frac{(2\alpha + 1)}{4(\alpha + 1)} [C_{2}^{\alpha}(2\theta - 1) - 1] & \text{if } r = 1 \\
\frac{1}{2(\alpha + r)} \left( \frac{2\alpha + r}{r + 1} \Phi_1 - \frac{r}{2\alpha + r - 1} \Phi_2 \right) & \text{if } r \geq 2 
\end{cases} \tag{5}
\]

where \( \Phi_1 = C_{r+1}^{\alpha}(2\theta - 1) + (-1)^r \), \( \Phi_2 = C_{r-1}^{\alpha}(2\theta - 1) + (-1)^r \).

Using (3), (4) and (5) the indefinite integral
\[
\int_{t_i}^{t_i + \theta h_i} f(s) \, ds
\]
takes the form

\[
\int_{t_i}^{t_i + \theta h_i} f(s) \, ds = \frac{h_i}{2} \sum_{r = 0}^{\nu} b_{l}^{\alpha r}(\theta) f(t_{il}) \tag{6}
\]

where

\[
b_{l}^{\alpha r}(\theta) = \frac{\pi}{2(1 + \delta_{j0} + \delta_{lv})} \sum_{r = 0}^{\nu} I_{r}(\theta) C_{r}^{\alpha} \left( - \cos \left( \frac{l\pi}{\nu} \right) \right). \tag{7}
\]

and \( \delta_{lv} \) is the Kronecker delta.

From the relations (2), (6) and (7), we obtained the following results:

\[
\left[ \begin{array}{c}
\int_{t_i}^{t_i + \theta h_i} f(s) \, ds \\
\int_{t_i}^{t_i} f(s) \, ds
\end{array} \right] = \frac{h_i}{2} B_{l}^{\alpha} F_{i} \tag{8}
\]
\[
\int_{t_i}^{t_j} \cdots \int_{t_i}^{t_j} f(s) \, ds = \left( \frac{h_i}{2} \right)^k \left( B^{[\alpha]} \right)^k F_i = \left( \frac{h_i}{2} \right)^k \frac{B^{[\alpha]} K F_i}{(k-1)!}
\]

\[
\int_{t_j}^{t_i} f(s,t) \, ds = \sum_{l=0}^{i-1} \sum_{s=0}^{\nu} b^{[\alpha]}_{\nu s} f(t,t_{ls}) + \sum_{s=0}^{\nu} b^{[\alpha]}_{\nu s} f(t,t_{ls}) , \quad j = 0 (1) \nu
\]

where

\[
B^{[\alpha]} = [ b^{[\alpha]}_{j \nu s} ]_{j,s=0}^{\nu}, \quad b^{[\alpha]}_{j \nu s} = b^{[\alpha]}_{\nu s} (c_j), \quad F_i = [ f(t_{i0}), \ldots, \tilde{f}(t_{i\nu})]^T
\]

and \( K = diag \left[ (c_j - c_0)^{k-1}, \ldots, (c_j - c_\nu)^{k-1} \right]. \)

We notice that the matrix \( B \) of El-Gendi's method [27], is the same matrix \( B^{[\alpha]} = \left[ 2 b_{\nu s}^{[10]} \right]_{j,s=0}^{\nu}. \)

On the interval \( (t_i, t_{i+1}] \), we define the \( \nu \) - stage method \( [\nu - UM \] , as follows

\[
y(t) = y(t_i) \int_{t_i}^{t} z(s) \, ds , \quad z(t) = f(t,y(\cdot),z(\cdot))
\]

Suppose the approximations of \( y(t) \) and \( z(t) \) are given for \( t \leq t_i \). On \( (t_i, t_{i+1}] \), we define the \( \nu \) - stage method \( [\nu - UM \] , as follows

\[
z(t_l) = f(t_l, y(\cdot), z(\cdot)) , \quad l = 1 (1) \nu
\]

where

\[
y(t) = \begin{cases} 
g(t) & \text{if } t \leq t_0 
\end{cases}
\]

\[
y(t) = \begin{cases} 
y(t_{j-1}, \nu) + \frac{h_j}{2} b_{\nu 0}^{[\alpha]} (\theta) z(t_{j-1}, \nu) + \frac{h_j}{2} \sum_{l=1}^{\nu} b_{\nu l}^{[\alpha]} (\theta) z(t_l) & \text{if } t = t_j + \theta h_j \in I_j 
\end{cases}
\]
\[-z(t) = \begin{cases} 
\sum_{r=0}^{\nu} a_r C_r^{[\alpha]} \left( \frac{2(t-t_j)}{h_j} - 1 \right) & \text{if } t \leq t_0, \\
\frac{g''(t)}{h_j} & \text{if } t = t_j + \theta h_j \in I_j \end{cases} \quad (14)\]

\[a_r = \frac{\pi}{\nu \lambda_r^{[\alpha]}} \sum_{l=0}^{\nu} \tilde{z}(t_{jl}) \left( \sin \left( \frac{l \pi}{\nu} \right) \right)^{2 \alpha} C_r^{[\alpha]} \left( -\cos \left( \frac{l \pi}{\nu} \right) \right) \quad (15)\]

2.2 The Algorithm of \(\nu\)-stage method

The described method represents a generalization of the methods given by Jackiewicz [7-8], for \(\nu = 1, 2, 3\) and \(\alpha = 0\). The algorithm of the \(\nu\)-stage method is given below:

STEP 1: Input \(N, h_j, I_j, j = 0 \ (1) \ N - 1\).

STEP 2: Put \(i = 0\).

STEP 3: Compute \(\tilde{y}(t_j)\) and \(\tilde{z}(t_j)\) on \(I_j, j = 1 \ (1) \ N - 1\), by solving the system of \(\nu\)-equation (12).

STEP 4: Store the computed values \(\tilde{y}(t_j)\) and \(\tilde{z}(t_j)\) on \(I_j, j = 1 \ (1) \ N - 1\).

STEP 5: If \(i = N - 1\) go to step 6, otherwise set \(i = i + 1\) and go to step 3.

STEP 6: Output the results \(\tilde{y}(t_j)\) and \(\tilde{z}(t_j)\), \(i = 0 \ (1) \ N - 1\).

III. NUMERICAL EXAMPLES

In this section, we present the result of some computational experiments by applying our \(\nu - UM\) method.

Example 1: (Jackiewicz [10])

\[y'(t) = e^{-y(t)} \sin \left( y'(\beta(t)) \right) - \sin \left( \frac{1}{3 + \beta(t)} \right), \quad t \in (0, 10], \quad (16)\]

\[y(0) = \ln(3), \quad y'(0) = \frac{1}{3}\]

Here \(\beta(t) = 0.5 \ t \ (1 - \cos (2 \pi t))\). The exact solution is \(y(t) = \ln (3 + t)\).
Example 2: (Jackiewicz [10])

\[
y'(t) = \frac{\sin(t \ y'(t)) - \sin(e^{y(t)})}{16} + \frac{1}{t}, \quad t \in (1, 4],
\]

(17)

\[
y(1) = 0, \quad y'(1) = 1
\]

Here the exact solution is \( y(t) = \ln(t) \).

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Table 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Example 1: ( y(10) = 2.5649494 )</td>
<td>Example 2: ( y(4) = 1.386294361 )</td>
</tr>
<tr>
<td>( h )</td>
<td>2 - ( UM )</td>
</tr>
<tr>
<td>( 2^{-1} )</td>
<td>1.21E-4</td>
</tr>
<tr>
<td>( 2^{-2} )</td>
<td>7.62E-6</td>
</tr>
<tr>
<td>( 2^{-3} )</td>
<td>4.76E-7</td>
</tr>
<tr>
<td>( 2^{-4} )</td>
<td>2.98E-8</td>
</tr>
<tr>
<td>( 2^{-5} )</td>
<td>1.86E-9</td>
</tr>
<tr>
<td>( 2^{-6} )</td>
<td>1.16E-10</td>
</tr>
<tr>
<td>( 2^{-7} )</td>
<td>1.02E-11</td>
</tr>
<tr>
<td>( 2^{-8} )</td>
<td>-7.10E-12</td>
</tr>
<tr>
<td>( 2^{-9} )</td>
<td>1.15E-11</td>
</tr>
<tr>
<td>( 2^{-10} )</td>
<td>-4.88E-12</td>
</tr>
</tbody>
</table>

Example 3: (Jackiewicz [10])

\[
y'(t) = e^{1-2t^2} y(t) \left[ y'(t) \left( \frac{t - 1}{t + 1} \right) \right]^{(1+t)}, \quad t \in (0, 1],
\]

(18)

\[
y(t) = e^t, \quad t \in [-1, 0]
\]

Here the exact solution is \( y(t) = e^t \).

Example 4: (Jackiewicz [10])

\[
y'(t) = 2 \cos(2t) \left( \frac{y(t)}{2} \right)^{2 \cos(t)} + \ln \left( \frac{y'(t)}{2 \ cos(t)} \right) - \sin(t), \quad t \in (0, 1],
\]

(19)

\[
y(0) = 1, \quad y'(0) = 2
\]
Here the exact solution is \( y(t) = e^{\sin(2t)} \).

<table>
<thead>
<tr>
<th>Table 3</th>
<th>Table 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Example 3: ( y(1) = 2.7182818 )</td>
<td>Example 4: ( y(1) = 2.4825777 )</td>
</tr>
<tr>
<td>( h )</td>
<td>( 2 - UM )</td>
</tr>
<tr>
<td>( 2^{-1} )</td>
<td>1.25E-3</td>
</tr>
<tr>
<td>( 2^{-2} )</td>
<td>7.81E-5</td>
</tr>
<tr>
<td>( 2^{-3} )</td>
<td>4.88E-6</td>
</tr>
<tr>
<td>( 2^{-4} )</td>
<td>3.05E-7</td>
</tr>
<tr>
<td>( 2^{-5} )</td>
<td>2.86E-8</td>
</tr>
<tr>
<td>( 2^{-6} )</td>
<td>1.79E-9</td>
</tr>
<tr>
<td>( 2^{-7} )</td>
<td>7.45E-11</td>
</tr>
<tr>
<td>( 2^{-8} )</td>
<td>9.31E-12</td>
</tr>
<tr>
<td>( 2^{-9} )</td>
<td>7.28E-13</td>
</tr>
<tr>
<td>( 2^{-10} )</td>
<td>-2.73E-15</td>
</tr>
</tbody>
</table>

In tables (1)-(4), we give \( E \) for 2-UM method and \( E \) for the best method of Jackiewicz; \( C_0C_1 \) method [10], where \( E \) denotes the global error at the end point \( t^N \).

**Example 5**: (Kappel-Kunish [15] and Jackiewicz [10])

\[
\begin{align*}
y'(t) &= y(t) + y(t-1) - 0.25 y'(t-1), \quad t \in (0, 2], \\
y(t) &= -t, \quad y'(t) = -1, \quad t \in [-1, 0].
\end{align*}
\]

Here the exact solution is given by

\[
\begin{align*}
y(t) &= t + 0.25 e^{t} - 0.25, \quad t \in [0, 1] \\
y(t) &= -t + 0.25 e^{t} + 0.5 + \frac{17 + 3t}{16} e^{(t-1)}, \quad t \in [1, 2].
\end{align*}
\]

Here, the first derivative has a discontinuity at \( t = 0 \) and \( t = 1 \).

In example 5, we give \( E \) for the method 2-UM, 5-UM, 8-UM and \( C_0C_1 \) in Table (5), the \( V \) - UM methods, for large \( V \), make a little improvement in the computed results, the reason is due to there exist discontinuity for the first derivative of \( y(t) \) at \( t = 0 \) and \( t = 1 \). These results indicate that the \( V \) - UM method is better than the one-step methods of Jackiewicz [10].
Example 6: (Castleton-Grimm [4] and Jackiewicz [8])

\[ y'(t) = \frac{-4ty^2(t)}{\ln(\cos(2t))^2 + 4} + \tan(2t) + \frac{\tan^{-1}(z(t))}{2}, \quad t \in (0, 0.75], \]

\[ y(0) = 0, \quad y'(0) = 0 \]

where \( z(t) = y'\left(\frac{t \ y^2}{1 + y^2(t)})\right). \) The theoretical solution is \( y(t) = -0.5 \ln(\cos(2t)) \).  

Example 7: (Castleton-Grimm [4] and Jackiewicz [8])

\[ y'(t) = (1 + u(t)) \cos(t) + y(t)z(t) - \sin(t + t \sin^2(t)), \quad t \in (0,1], \]

\[ y(0) = 0, \quad y'(0) = 1 \]

where \( u(t) = y(t \ y^2(t)) \), \( z(t) = y'(t \ y^2(t)) \).

The theoretical solution is \( y(t) = \sin(t) \).

Example 8: (Pouzet [16] and Jackiewicz [8])

\[ y'(t) = e^{-t^2}(1 + t^2) + t - y(t) + \int_0^t e^{-s^2}y(s)y'(s)\,ds, \quad y(0) = 0, \quad t \in (0,2] \]
The exact solution is \( y(t) = t \).

### Table 6: Example 6 (Castleton-Grimm [4] and Jackiewicz [8])

<table>
<thead>
<tr>
<th>( t_n )</th>
<th>( y(t_n) )</th>
<th>( y_n(2^{-4}) )</th>
<th>( y_n(2^{-6}) )</th>
<th>( y_n(2^{-8}) )</th>
<th>( y_n(2^{-10}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0625</td>
<td>0.003916465</td>
<td>0.003916465</td>
<td>0.003916465</td>
<td>0.003916465</td>
<td>0.003916465</td>
</tr>
<tr>
<td>0.1250</td>
<td>0.015790526</td>
<td>0.015790526</td>
<td>0.015790526</td>
<td>0.015790526</td>
<td>0.015790526</td>
</tr>
<tr>
<td>0.1875</td>
<td>0.036012506</td>
<td>0.036012506</td>
<td>0.036012506</td>
<td>0.036012506</td>
<td>0.036012506</td>
</tr>
<tr>
<td>0.2500</td>
<td>0.065292120</td>
<td>0.065292120</td>
<td>0.065292120</td>
<td>0.065292120</td>
<td>0.065292120</td>
</tr>
<tr>
<td>0.3125</td>
<td>0.104766351</td>
<td>0.104766351</td>
<td>0.104766351</td>
<td>0.104766351</td>
<td>0.104766351</td>
</tr>
<tr>
<td>0.3750</td>
<td>0.156199949</td>
<td>0.156199949</td>
<td>0.156199949</td>
<td>0.156199949</td>
<td>0.156199949</td>
</tr>
<tr>
<td>0.4375</td>
<td>0.222365362</td>
<td>0.222365362</td>
<td>0.222365362</td>
<td>0.222365362</td>
<td>0.222365362</td>
</tr>
<tr>
<td>0.5000</td>
<td>0.307813235</td>
<td>0.307813235</td>
<td>0.307813235</td>
<td>0.307813235</td>
<td>0.307813235</td>
</tr>
<tr>
<td>0.5625</td>
<td>0.420618861</td>
<td>0.420618861</td>
<td>0.420618861</td>
<td>0.420618861</td>
<td>0.420618861</td>
</tr>
<tr>
<td>0.6250</td>
<td>0.577079895</td>
<td>0.577079895</td>
<td>0.577079895</td>
<td>0.577079895</td>
<td>0.577079895</td>
</tr>
<tr>
<td>0.6875</td>
<td>0.818538930</td>
<td>0.818538930</td>
<td>0.818538930</td>
<td>0.818538930</td>
<td>0.818538930</td>
</tr>
<tr>
<td>0.7500</td>
<td>1.324391827</td>
<td>1.324391827</td>
<td>1.324391827</td>
<td>1.324391827</td>
<td>1.324391827</td>
</tr>
</tbody>
</table>

### Table 7: Example 7 (Castleton-Grimm [4] and Jackiewicz [8])

\[
\begin{align*}
  y(t_n = 0.25) &= 0.247403950, \\
  y(t_n = 0.50) &= 0.479425539, \\
  y(t_n = 1.0) &= 0.841407985
\end{align*}
\]

<table>
<thead>
<tr>
<th>( t_n )</th>
<th>( y_n(2^{-2}) )</th>
<th>( y_n(2^{-4}) )</th>
<th>( y_n(2^{-6}) )</th>
<th>( y_n(2^{-8}) )</th>
<th>( y_n(2^{-10}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.25</td>
<td>0.247403950</td>
<td>0.247403950</td>
<td>0.247403950</td>
<td>0.247403950</td>
<td>0.247403950</td>
</tr>
<tr>
<td>0.50</td>
<td>0.479425539</td>
<td>0.479425539</td>
<td>0.479425539</td>
<td>0.479425539</td>
<td>0.479425539</td>
</tr>
<tr>
<td>0.75</td>
<td>0.841407985</td>
<td>0.841407985</td>
<td>0.841407985</td>
<td>0.841407985</td>
<td>0.841407985</td>
</tr>
</tbody>
</table>
### Table 8: Example 8 (Pouzet [16] and Jackiewicz [8])

<table>
<thead>
<tr>
<th>$t_1$</th>
<th>$y(t_1)$</th>
<th>$y_0(0.1)$</th>
<th>$y_0(0.05)$</th>
<th>$y_0(0.025)$</th>
<th>$y_0(0.0125)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>0.100000000</td>
<td>0.100000000</td>
<td>0.100000000</td>
<td>0.100000000</td>
<td>0.100000000</td>
</tr>
<tr>
<td>0.2</td>
<td>0.200000000</td>
<td>0.200000000</td>
<td>0.200000000</td>
<td>0.200000000</td>
<td>0.200000000</td>
</tr>
<tr>
<td>0.3</td>
<td>0.300000000</td>
<td>0.300000000</td>
<td>0.300000000</td>
<td>0.300000000</td>
<td>0.300000000</td>
</tr>
<tr>
<td>0.4</td>
<td>0.400000000</td>
<td>0.400000000</td>
<td>0.400000000</td>
<td>0.400000000</td>
<td>0.400000000</td>
</tr>
<tr>
<td>0.5</td>
<td>0.500000000</td>
<td>0.500000000</td>
<td>0.500000000</td>
<td>0.500000000</td>
<td>0.500000000</td>
</tr>
<tr>
<td>0.6</td>
<td>0.600000000</td>
<td>0.600000000</td>
<td>0.600000000</td>
<td>0.600000000</td>
<td>0.600000000</td>
</tr>
<tr>
<td>0.7</td>
<td>0.700000000</td>
<td>0.700000000</td>
<td>0.700000000</td>
<td>0.700000000</td>
<td>0.700000000</td>
</tr>
<tr>
<td>0.8</td>
<td>0.800000000</td>
<td>0.800000000</td>
<td>0.800000000</td>
<td>0.800000000</td>
<td>0.800000000</td>
</tr>
<tr>
<td>0.9</td>
<td>0.900000000</td>
<td>0.900000000</td>
<td>0.900000000</td>
<td>0.900000000</td>
<td>0.900000000</td>
</tr>
<tr>
<td>1.0</td>
<td>1.000000000</td>
<td>1.000000000</td>
<td>1.000000000</td>
<td>1.000000000</td>
<td>1.000000000</td>
</tr>
<tr>
<td>1.1</td>
<td>1.100000000</td>
<td>1.100000000</td>
<td>1.100000000</td>
<td>1.100000000</td>
<td>1.100000000</td>
</tr>
<tr>
<td>1.2</td>
<td>1.200000000</td>
<td>1.200000000</td>
<td>1.200000000</td>
<td>1.200000000</td>
<td>1.200000000</td>
</tr>
<tr>
<td>1.3</td>
<td>1.300000000</td>
<td>1.300000000</td>
<td>1.300000000</td>
<td>1.300000000</td>
<td>1.300000000</td>
</tr>
<tr>
<td>1.4</td>
<td>1.400000000</td>
<td>1.400000000</td>
<td>1.400000000</td>
<td>1.400000000</td>
<td>1.400000000</td>
</tr>
<tr>
<td>1.5</td>
<td>1.500000000</td>
<td>1.500000000</td>
<td>1.500000000</td>
<td>1.500000000</td>
<td>1.500000000</td>
</tr>
<tr>
<td>1.6</td>
<td>1.600000000</td>
<td>1.600000000</td>
<td>1.600000000</td>
<td>1.600000000</td>
<td>1.600000000</td>
</tr>
<tr>
<td>1.7</td>
<td>1.700000000</td>
<td>1.700000000</td>
<td>1.700000000</td>
<td>1.700000000</td>
<td>1.700000000</td>
</tr>
<tr>
<td>1.8</td>
<td>1.800000000</td>
<td>1.800000000</td>
<td>1.800000000</td>
<td>1.800000000</td>
<td>1.800000000</td>
</tr>
<tr>
<td>1.9</td>
<td>1.900000000</td>
<td>1.900000000</td>
<td>1.900000000</td>
<td>1.900000000</td>
<td>1.900000000</td>
</tr>
<tr>
<td>2.0</td>
<td>2.000000000</td>
<td>2.000000000</td>
<td>2.000000000</td>
<td>2.000000000</td>
<td>2.000000000</td>
</tr>
</tbody>
</table>
In Tables (6)-(8), we give the exact solution \( y(t_n) \) in the second column, and \( y_n(h) \) which denotes the computed value \( y_h(t_n) \) at every \( t = t_n \), the computed value of \( y_n(h) \) are represented in two lines, the first line for 2-UM and the second line for the method of Jackiewicz [8]. The results given in Tables (6) and (7) are much better than those obtained by Castleton-Grimm [4] and also, those obtained by Jackiewicz [8]. The results given in Table (8) are much better than those obtained by Jackiewicz [8].

When solving the nonlinear equations, the computations are terminated when two successive approximations differed by less than \( 10^{-3} \).

IV. CONCLUSIONS

In this paper we construct a method based on the Ultraspherical approximation. This method can be applied to solve different types of NFDEs. The experimental comparison, presented in this paper, shows that this method is more efficient than the previously introduced methods. In addition, the \( V - UM \) method can be easily implemented on computer compared with the Lagrange multipliers and their integrals which given by Jackiewicz [10].
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ABSTRACT:

The 74th Amendment of the constitution of India in 199, made Municipal authorities in the country as a third tier to government. The 12th schedule of the constitution envisaged functions to be performed by municipal authorities, one among these functions is solid waste management. The Ministry of Environment and Forest has notified municipal solid waste rules 2000 under the Environment Protection Act 198. According to these rules all municipal authorities were expected to improve solid waste management practices in terms of a fore said rules by 2003, but the situation did not improve as expected for want of adequate technical knowledge, there is no proper management facility for solid waste. Uncontrolled dumping of municipal solid waste has been observed at the road side. There is no processing facility or disposal practices in any urban local bodies. The biomedical slaughter house waste is getting mixed with solid waste and altering the characteristics of waste hence there is a need to develop a proper management systems. This paper presents the waste management system of Mahabubnagar municipality in Andra Pradesh State of Ind to implement municipal solid waste rules 2000. Expeditiously in Mahabubnagar municipality by the process of modernizing the system of solid waste management.

Key words: solid waste management, emissions, land filling, biological process, green house gases.

I. INTRODUCTION:

At 1992 Rio Earth summit, countries agreed to the UN(United Nations) framework convention on climate change (UNFCCC) in response to growing evidence that human activity was contributing to global warming. The UNFCCC contained a non binding commitment by industrialized countries that they would reduce their emission of green houses to 1990 levels by the year 2000. It soon became clear that this wasn’t enough to avert the dangerous climate change and in 1995, at the first conference of parties (COP1) after the convention came into force, parties began to negotiate a protocol that would set tighter and legally binding targets for reducing green house gas emissions. In 1997 at the third COP the convention at Kyoto in Japan, parties agreed on a protocol that set target for industrial used countries to reduce their emissions by an average of 5.2% below 1990 levels in the period 2008-2012 known as the first commitment period. The Kyoto protocol of 1997 is crucial step in the implementation of the United Nations framework convention on climate change as it sets legally binding emission targets for a basket of six green house gases. A market mechanism called emission trading was established under the Kyoto protocol which allows governments or private entities in the industrialized countries to implement machine reduction projects and receives and credit in the form of certified emission reductions (CER) also called carbon credits. In the Kyoto protocol the developed countries committed themselves to reduce their GHG emissions by 5.2% by 2012. To reach Kyoto protocol allowed three flexibility mechanisms, they are Joint Implementation (JI), Clean Development Mechanism (CDM), and International Emission Training (IET). These are defined wide article 6, 12 & 17 of Kyoto protocol respectively. The clean development mechanism is a project based mechanism to assist developing countries in meeting the targets to reduce GHG in achieving their sustainable development objectives such CDM products would also lead indirect benefits in the host countries like Income generation, Improvement more slightly to prove to be a primary funding source for climate change mitigation projects in developing countries as a part of multi-billion dollar Green House mitigation market.

Clean Development Mechanism Eligible Projects:

- Hydro power plants
- Tree Plantation, also using genetically modified tree
- Wind farms
- Solar Energy Projects
- Geothermal energy projects
- Biomass energy projects
- Waste incineration projects
- Projects Reducing emission of other Green House gases.
Methane and carbon dioxide are the emissions of solid waste dumping sites. Hence the option of composting of municipal solid waste is chosen to adhere to the clean development mechanism of Kyoto protocol.

II. METHODOLOGIES in MUNICIPAL SOLID WASTE PROCESSING TECHNICS:
One of the most important aim of municipal waste management is the safe disposal of waste generated daily this would involve separation of recyclable fraction and recycling the same, beneficial utilization of organic fraction of the waste and disposal of inert into the landfill.

There are several municipal solid waste processing technologies which are being followed in various parts of the world. Besides source reduction, reuse and recycling broad categories of available technologies for processing municipal solid waste.

Table: I

<table>
<thead>
<tr>
<th>Waste processing technology group</th>
<th>Waste processing technology</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thermal processing technologies</td>
<td>Incineration</td>
</tr>
<tr>
<td></td>
<td>Pyrolysis</td>
</tr>
<tr>
<td>Biological processing techniques</td>
<td>Anaerobic digestion(bio-methanation)</td>
</tr>
<tr>
<td>Physical processing techniques</td>
<td>Pyrolysis/gasification</td>
</tr>
<tr>
<td></td>
<td>Plasma arc gasification</td>
</tr>
<tr>
<td></td>
<td>Aerobic digestion(composting)</td>
</tr>
<tr>
<td></td>
<td>Size reduction</td>
</tr>
</tbody>
</table>

Final functional element in solid waste management system is treatment and disposal the present practice is to disposal of wastes by land filling or uncontrolled dumping at the disposal yard the proposed disposal system has been revised synchronizing with the storage and primary collection and taking into account municipal solid waste rules 2000. Land filling shall be restricted to non biodegradable, inert waste and other waste those are not suitable either for recycling or for biological processing land filling shall be carried out for residual of waste reducing policies as well as preprocessing rejects from waste processing facilities. Land fill site shall need the specification as given in schedule 3 of municipal solid waste rules 2000.

The decision to implement any particular technology needs to be based on its techno economic viability, sustainability, as well as environmental implications. The key factors are:

- The origin and the quality of municipal solid waste
- The quantity of waste generated
- Market for final products compost/power
- Commercial fertilizer prices prevailing
- Land price capital and labor cost
- Capabilities and experience of the technology provided.

It needs to be ensured that the proposed facility should fully comply with the environmental regulations laid down in the municipal solid waste rules 2000 issued by ministry of environment and forests, New Delhi.

When the above factors are applied for Mahabubnagar municipality it is recommended to have composting process as option. Composting process

- Technology is techno commercially available’
- Technology meets the regularity requirements and is socially acceptable with minimum impacts to the environment and citizens.
- Quantity of waste is less than 150 tons per day making composting operationally feasible.
- Sufficient land availability for establishing of facilities and all other related infrastructure.

III. CASE STUDY – SOLID WASTE MANAGEMENT in MAHABOBNAGAR MUNICIPALITY:
Mahabubnagar is situated towards the southwest at a distance of 100 km from Hyderabad city. Mahabubnagar is located at 16.73°N, 77.98°E and at an elevation of 493 mts, and spread over an area of 18472 sq.kms. Population of Mahabubnagar is above 139534 as per 2001 census, with 22763 numbers of households. The climate of Mahabubnagar is hot and humid, tropical, summer temperature is 32 - 42 centigrade, winter temperature 10° - 32° and with annual rain fall of 355 mm. Mahabubnagar generates about 70 metric tons of waste every day from households, shops and workshops offices and institutions etc ... waste is directly transferred from the primary collection tool into the transportation vehicles the available infrastructure with the municipality 70 tricycles, 10 tractors, hand carts 100. The municipality transporting all collected solid waste to the 25 acre existing dumping yard. The quantity of waste generation is estimated and considered by using the secondary sources and primary survey results.
As per municipal records quantity of waste generation in Mahabubnagar is about 70 MTPD. The sources of the waste contributing to the total tonnage is given in the

Table: II

<table>
<thead>
<tr>
<th>SNo</th>
<th>Source</th>
<th>Total waste TPD</th>
<th>% of Waste</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Domestic house holds</td>
<td>36.47</td>
<td>52.1</td>
</tr>
<tr>
<td>2</td>
<td>Commercial establishment</td>
<td>9.32</td>
<td>13.32</td>
</tr>
<tr>
<td>3</td>
<td>Marriage and function halls</td>
<td>2.95</td>
<td>4.21</td>
</tr>
<tr>
<td>4</td>
<td>Hotels and lodges</td>
<td>2.84</td>
<td>4.06</td>
</tr>
<tr>
<td>5</td>
<td>Markets</td>
<td>2.21</td>
<td>3.16</td>
</tr>
<tr>
<td>6</td>
<td>Schools and institutions</td>
<td>1.45</td>
<td>2.07</td>
</tr>
<tr>
<td>7</td>
<td>Street sweeping and drain cleaning</td>
<td>13.44</td>
<td>19.2</td>
</tr>
<tr>
<td>8</td>
<td>Hospital waste</td>
<td>0.87</td>
<td>1.24</td>
</tr>
<tr>
<td>9</td>
<td>construction</td>
<td>0.45</td>
<td>0.64</td>
</tr>
<tr>
<td></td>
<td>Total waste generated</td>
<td>70</td>
<td>100</td>
</tr>
</tbody>
</table>

From the above table it is seen that average per capita generation is about 0.36 kg per capita per day. Apart from the above waste generation was also assessed based on the capacity of each vehicle and the number of trips made in a day to the dumping site. The necessary details were collected and the waste quantity reaching the dumping yard is found to be 45-53 tons per day which translates to about 0.8-0.36 kg per capita per day. However the quantity of waste within the dumping site is about 70-90% of the generated quantity thus per capita generation is 0.36 kg per day.

But the national average per capita generation of waste semi-urban tons is around 0.30 to 0.35 kg per capita per day. Therefore per capita generation for all future projections for Mahabubnagar is taken as 0.36 kg per capita per day. Hence the waste generation for Mahabubnagar town can be taken as (146972*0.36) is 52.9 TPD say 53 TPD.

Composition of Waste :-

Waste compositions are addressed in the form physical as well as chemical parameters. The following sections give information on both physical and chemical characteristics of waste. Men technique

Physical composition:-

The information on the quantity of waste generated and its composition are the basic needs for the planning of a solid waste management system. Quantity and characteristics of solid waste generated varies with income, socioeconomic conditions, social developments and cultural practices. The characteristic and quantity of waste generated based on the income pattern is presented in following table.

It is noticed that in high income countries the waste generated is more compared to that of low income countries whereas the density of waste is low from high income countries and high in low income countries indicating that more volumes are generated in high income as compared to low income.

Table: III

<table>
<thead>
<tr>
<th>ORGANIC WASTE:</th>
<th>Comprising of leaves, Fruits, Vegetables, Food Waste, Coal, Fine organic matter, Hay and stray etc...</th>
<th>54.1</th>
</tr>
</thead>
<tbody>
<tr>
<td>RECYCLABLES:</td>
<td>Comprising of Rubber and Leather, Plastics, Rags, Paper, Wooden matter, Coconuts, Bones, Straw Fibers’</td>
<td>12.2</td>
</tr>
<tr>
<td>INERT MATTER:</td>
<td>Comprising of Ash, Earthen Ware (POTS), Stones and Bricks, Metals, Glass.</td>
<td>33.7</td>
</tr>
<tr>
<td>TOTAL</td>
<td></td>
<td>100.00</td>
</tr>
</tbody>
</table>

Chemical Characterisation Of Waste:-

Chemical characteristic considered for municipal waste are mainly moisture, nitrogen, phosphorus, potassium, C/N ratio etc…
Municipal Solid Waste sample was collected from the dump yard for Mahabubnagar town and analyzed for various chemical characteristics. The results are shown in the below table.

### Table: IV

<table>
<thead>
<tr>
<th>Sl No</th>
<th>ITEM</th>
<th>UNIT</th>
<th>RESULT</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>pH (5% solution)</td>
<td></td>
<td>7.12</td>
</tr>
<tr>
<td>2</td>
<td>EC (5% solution)</td>
<td>103</td>
<td>415</td>
</tr>
<tr>
<td>3</td>
<td>Total Waste Soluble</td>
<td>Mg/gm</td>
<td>21.1</td>
</tr>
<tr>
<td>4</td>
<td>Moisture Content</td>
<td>%</td>
<td>40.23</td>
</tr>
<tr>
<td>5</td>
<td>Total organic Carbon</td>
<td>%</td>
<td>15.32</td>
</tr>
<tr>
<td>6</td>
<td>C/N Ratio</td>
<td></td>
<td>1:25</td>
</tr>
<tr>
<td>7</td>
<td>Calorific Value</td>
<td>Cal/gm</td>
<td>1241</td>
</tr>
<tr>
<td>8</td>
<td>Total Phosphorus</td>
<td>%</td>
<td>0.42</td>
</tr>
<tr>
<td>9</td>
<td>Total potassium As K</td>
<td>Mg/gm</td>
<td>3.64</td>
</tr>
<tr>
<td>10</td>
<td>Total nitrogen As N</td>
<td>%</td>
<td>0.62</td>
</tr>
<tr>
<td>11</td>
<td>Arsenic As As₂O₃</td>
<td>Mg/kg</td>
<td>&lt;2</td>
</tr>
<tr>
<td>12</td>
<td>Cadmium As Cd</td>
<td>Mg/kg</td>
<td>&lt;0.5</td>
</tr>
<tr>
<td>13</td>
<td>Chromium As Cr</td>
<td>Mg/kg</td>
<td>&lt;5</td>
</tr>
<tr>
<td>14</td>
<td>Nickel As Ni</td>
<td>Mg/kg</td>
<td>22.3</td>
</tr>
<tr>
<td>15</td>
<td>Lead As Pb</td>
<td>Mg/kg</td>
<td>14.10</td>
</tr>
<tr>
<td>16</td>
<td>Zinc As Zn</td>
<td>Mg/kg</td>
<td>111.2</td>
</tr>
<tr>
<td>17</td>
<td>Copper As Cu</td>
<td>Mg/kg</td>
<td>&lt;5</td>
</tr>
<tr>
<td>18</td>
<td>Iron As Fe</td>
<td>Mg/kg</td>
<td>4364</td>
</tr>
</tbody>
</table>

### IV. EXISTING WASTE MANAGEMENT PRACTICES – MAHABOOB NAGAR:

The wastage is stored and transferred from primary collection tool into the transport vehicle. 80% of the population stores the waste at the source on the street open spaces and drains. 80% efficiency has been achieved for implementing the system of segregate of recyclable waste at the source. 80% of households, shops, establishments segregate the waste at the source. The ward wise storage depot details are given below:

- **Name of the ward:** 38
- **No. of open storage sites:** 250
- **No. of Masonry Bins:** Nil
- **No. of round concrete pipe lines:** 250
- **No. of covered metal containers:** 12

**Segregation of Recyclable Waste:** With 80% efficiency system of segregation of recyclable waste at the source is done. No special efforts are made by the municipality to educate the people to segregate recyclable waste. Traditional segregation of recyclable waste is partially practiced by households / commercial establishment. However the recyclable material is still disposed off by the residents along with domestic waste in a mixed form. This waste finds its way on the streets, in the drains, etc., Recyclable waste is, therefore, generally found mixed with garbage in the domestic bins, on the streets in the municipal bins and at the dumpsites.

**Primary collection:** There are 23,000 household, 10,505 commercial and 100 industrial establishments and 75 institutional buildings in the town. System of primary collection of waste from the doorstep has been introduced in 80% households and establishments. The population covered for door to door collection is one lakh. The system of waste collection adopted in the city for collection of household waste, commercial waste, market waste, hotel waste, bio medical waste, construction waste is Two Bin System, Tricycle, Tractors.

**Frequency of street sweeping:** The frequency and percentage of cleaning the roads and streets are represented in table:

### Table: V

<table>
<thead>
<tr>
<th>Status of Cleaning</th>
<th>% of cleaning the roads &amp; streets</th>
</tr>
</thead>
<tbody>
<tr>
<td>Daily</td>
<td>90%</td>
</tr>
<tr>
<td>Alternate Day</td>
<td>5%</td>
</tr>
<tr>
<td>Twice a week</td>
<td>5%</td>
</tr>
<tr>
<td>Once a week</td>
<td>-</td>
</tr>
<tr>
<td>Occasionally</td>
<td>-</td>
</tr>
</tbody>
</table>

The frequency of cleaning bins is done almost every day (90%) and sometimes alternate day (10%). The duty of street sweepers is 8 hrs / day. The work norms adopted by the street sweepers are area wise, ward wise and with assisted trained jawans. Street sweeping is done every day throughout the year including Sundays as well as public holidays. The minimum distance the sweepers had to walk with hand cart to unload the waste storage depot is 50m. The major tools given to safai karmacharis for street sweeping nala cleaning etc., are sped, baskets, axes, craw bar, drain cleaning sped, wheel borrows, shorthanded brooms.
Transportation of Waste :-The number of handcarts is 100 and tricycles are 70 with the solid Waste Management Department. 50% of the sweeper is provided with handcarts and 505 are provided with iron baskets. The quantity of waste transported is measured by visual estimate. The details of transportation and employment are listed below table.

**Table: I**

<table>
<thead>
<tr>
<th>Types of vehicles</th>
<th>Tractors</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of vehicles</td>
<td>10 Nos.</td>
</tr>
<tr>
<td>No. of Drivers</td>
<td>10 Nos.</td>
</tr>
<tr>
<td>No. of shifts in which transportation activity</td>
<td>5 trips by each tractor</td>
</tr>
<tr>
<td>No. of trips made by each type of vehicle in one shift</td>
<td></td>
</tr>
</tbody>
</table>

The average distance the vehicle has to travel to reach the processing/disposal site is 5 kms. The transportation of the waste is done every day including public holidays and Sunday also. The bio medical waste, hotel waste; construction waste is transported using tricycles. The quantity of waste transported is 35 tones in each shift.

Processing and disposal of waste :-No processing of the waste is being done by the Municipality, the area of landfill site is 5 acres and it will long up to 10 years. The dumping of the waste is done by the tractor and tricycles.

Existing Dump site Details :-In Mahabubnagar, the municipality has introduced door to door collection scheme of solid waste through tricycles. There are sufficient number of tricycles with a capacity of 0.5 Tone each were provided in 38 wards, whereas the street and road heap collections were transported through wheel barrows of capacity 0.05 toned disposed primarily in the respective concrete collection and dumper bins. The concrete bins with a capacity of 2 tone and dumper placers with a capacity of 2 tone were placed at the notified areas of Mahabubnagar Municipality.

The waste is being lifted by the municipal tractors with a capacity of 2 tone, dumper placers with a capacity of 2 tone, tipper with a capacity of 4 tone, and transported all collective solid waste at the selected dumping yard situated at survey No. 921, Koyalkonda x Road. Which are around 25 acres and 5 km away from the town.

Integrated Waste Management System: For designing any waste management facilities the points to be noted are the waste quantities generated, design period, waste quantity to be taken for the design period. Waste qualification and characterization:-

Waste quantities depend on the population. The total waste generation from the municipality is measured or estimated based on the population of the town and the per capita waste generation. The future waste generation of the town is also been predicted.

**Table: VII**

<table>
<thead>
<tr>
<th>Name Of The Town</th>
<th>Year</th>
<th>Population</th>
<th>Per Capita Kg/C/D</th>
<th>Waste Quantity TPD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mahabubnagar</td>
<td>2009</td>
<td>146972</td>
<td>0.36</td>
<td>53</td>
</tr>
<tr>
<td></td>
<td>2019</td>
<td>159470</td>
<td>0.4</td>
<td>64</td>
</tr>
<tr>
<td></td>
<td>2029</td>
<td>171752</td>
<td>0.43</td>
<td>74</td>
</tr>
</tbody>
</table>

Design Period: - Processing facilities are designed for the period of 10 years as the life of the processing machinery is generally 10 years. Landfill facility is designed for 30 years period which would be constructed in phases. Landfill is designed for 30 year period.

**Table: VIII**

<table>
<thead>
<tr>
<th>Name Of The Town</th>
<th>Total Waste Generation</th>
<th>Organic Matter</th>
<th>Recyclables</th>
<th>Inert Materials</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TPD</td>
<td>TPD</td>
<td>TPD</td>
<td>TPD</td>
</tr>
<tr>
<td>Mahabubnagar</td>
<td>65</td>
<td>35</td>
<td>8</td>
<td>22</td>
</tr>
</tbody>
</table>

Design of Processing Plant –
Compost Plant:-Composting is the preferred option for processing Mahabubnagar. Composting is a process of microbial degradation where organic matter is broken down by a succession of organisms in a warm, moist aerobic environment (controlled condition). Composting is form of recycling. Like other recycling effort, the composting of municipal solid waste that must help decrease the amount of solid waste that must be sent to a landfill thereby reducing disposal costs. Composting also yields a valuable product that can be used by the farmers, landscapers, horticulturists, government agencies and property owners as a soil amendment or mulch. The compost product improves the condition of soil, reduces erosion and helps suppress plant diseases.

Composting is an age old practice and the word compost is as old as agriculture itself. The solid wastes of plant and animal origin are utilized for conservation of carbon and mineralization.
It is the decomposition of organic matter by micro-organisms in warm, moist, aerobic and anaerobic environment. The compost made out of urban heterogeneous waste is found to be of higher nutrient value as compared to the compost made out of cow dung and agro-waste. Composting of municipal solid waste is, therefore the most single and cost effective technology for treating the organic fraction of the municipal solid waste. Main advantages of composting include improvement in soil texture and augmenting of micronutrient deficiencies. It also increases moisture holding capacity of the soil and helps in maintaining soil health with a concept of recycling nutrients to the soil. The composting does not require large capital investment, compared to other waste treatment options. At operation level, segregation of municipal solid waste is most important to avoid any toxic heavy metals present in the waste. The compost made from the local municipal solid waste can be marketed near the compost site itself to minimize transportation cost. There are many small and large composting projects in operation in India and

The designing capacities range from 100 to 700 TPD in different locations. Many of the composting facilities are being managed by the private sector through contract arrangements with the municipal authorities. In view of above advantages composting facility is proposed.

Window Platform:- The concrete yard is an essential infrastructure for preventing contamination of surface/underground water and nearby water bodies. In the instant case the concrete yard is designing in such a way that the fresh garbage received during the first 30 days is decomposed so that the volume and weight of the organic matter is considerably reduced. Inactivation is attained and the stability of organic matter is expected after 30 days.

Processing Equipments:- This is an area where the entire waste received is turned at regular intervals. Waste is shifted for feeding to the machineries. Rejects are pushed and the finished materials also moved to bragging area. The front end pay loaders are essential for above activities. As there will be a lot of dust and moisture during waste treatment process. These equipments require frequent and constant maintenance and therefore care is taken to provide adequate number of equipments includes 10 wheel tippers for crisscross movement of the waste / manure inside the treatment area and also to deliver finished materials to the required place within the primary marketing zone.

Designing of the concrete yard, processing machineries and equipments have been done in order to ensure treatment of the waste on a day to day basis. In a composting industry waste should not be made to accumulate as it gives out pollution and the cost of holding will also be heavy. Following schedule will be adopted for turning of the windrows: 1\textsuperscript{st} turning 5\textsuperscript{th} day of windrow formation, 2\textsuperscript{nd} turning 6\textsuperscript{th} day after 1\textsuperscript{st} turning 3\textsuperscript{rd} turning 6\textsuperscript{th} day after 2\textsuperscript{nd} turning and screening 6\textsuperscript{th} day after 3\textsuperscript{rd} turning.

Windrow turning mechanization and windrow formation:- Municipal solid waste received on each day will be formed into spate windrow everyday. Incoming vehicles will move only on the outer pathway. They will unload the material in the area designated for the purpose. Soon on unloading biological inoculums will be sprayed on the heap. Hydraulic excavators will lift the material and form the windrow. Outer row will accommodate 6 windrows.

- Daily in the flow of garbage X MT
- Bulk Density of garbage Y
- Volume of garbage received daily X/Y CUM

Cross sectional area of windrow: \( \frac{(A+B)H}{2} \) SQ.M
Where \( A \) = Base width; \( B \) = top width; \( H \) = Height, all meters,
Length of windrow in meters, Total volume in cubic meters / cross sectional area in sq meters. An appropriate system is envisaged for continuous draining of leachate generated so that aerobic conditions are maintained inside the windrow for speedy composting.

Processing section: - Processing section is divided into three modules namely Preparation section, Secondary section, and Packing section.

Preparatory section: - In the preparatory section, the digested municipal solid waste will be passed through 75mm and 30mm trammel screens. The output will be stored in curing shed. The average retention period in the curing shed for 30 days. This will help in improving the quality of the end product. Further it will also increase recovery of composting and reduce rejects for land filling. The curing shed will have a capacity to accommodate 60 days of production.

Secondary section: - In the secondary screening section, the cured crude product will further passed through 16mm and 4mm screens. The output will be further passed through specific gravity separator to remove sand and other heavy impurities.
Packing section: -The compost so obtained will be stored in the area and it will be enriched with the nitrogen fixing and phosphorous stabilizing bacteria packed as per demand in the packing section. By splitting the screening operations into modules with adequate intermediate storage capacities, any breakdown of operations in one section will not affect operations in the other section or in other words each section can operate independently without creating bottlenecks. Capacities of each section is designed in such a way that backlogs created due to shut down or break down can be clearly subsequently overcome.

Table: IX
Compost Plant Area Requirements

<table>
<thead>
<tr>
<th>Sl. No</th>
<th>DESCRIPTION</th>
<th>UNIT</th>
<th>NOS</th>
<th>LENGTH (M)</th>
<th>BREADTH (M)</th>
<th>TOTAL AREA(Sqm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Open windrow platform</td>
<td>Sqm</td>
<td>1</td>
<td>70</td>
<td>30</td>
<td>2129.40</td>
</tr>
<tr>
<td>2</td>
<td>Preparatory Section</td>
<td>Sqm</td>
<td>1</td>
<td>10</td>
<td>10</td>
<td>300.00</td>
</tr>
<tr>
<td>3</td>
<td>Rejects Section</td>
<td>Sqm</td>
<td>1</td>
<td>4</td>
<td>4</td>
<td>120.00</td>
</tr>
<tr>
<td>4</td>
<td>Curing Shed</td>
<td>Sqm</td>
<td>1</td>
<td>20</td>
<td>20</td>
<td>919.29</td>
</tr>
<tr>
<td>5</td>
<td>Storage Godown</td>
<td>Sqm</td>
<td>1</td>
<td>10</td>
<td>10</td>
<td>204.29</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>3672.98</td>
</tr>
</tbody>
</table>

Proposed Systems for Disposal of inerts / Rejects Arising From Processing Operations: - The Municipal Solid Waste rules 2000 laid down the criteria for disposal of waste as under. Land filling shall also be restricted to non-biodegradable, inert wastes and wastes those are not suitable either for recycling or for biological processing. Land filling shall also be carried out for residues of waste processing facilities as well as pre-processing rejects from the waste processing facilities. Land fillings of mixed waste shall be avoided unless the same is found unsuitable for filling of mixed waste shall be avoided unless the same is found unsuitable for waste processing. Under unavoidable circumstances or till installation of alternate facilities, land filling shall be done following proper norms. Landfill sites shall meet the specifications as given in schedule III of the Municipal Solid Waste rules.

Land Sizing: -The volume of waste to be dumped in the landfill is worked out to 22 Metric Tons per day and the area required for 30 years is 3.00 Hectares.

Landfill design: - Main aspects covering the Landfill Design and Construction are: To minimize the possibility of contaminating surface and ground water, to have control over gaseous emissions and to minimize resource productivity.

As suggested by MOEF guidelines a composite liner of two barriers made of different materials, placed in immediate contact with each other provides a beneficial combined effect of both the barriers. The liner system suggested by MOEF is a geo membrane layer over the clay or amended soil barrier. A drainage layer and leachate collection system is placed over the composite liner system.

The effectiveness of the barrier layer basically depends on the hydraulic conductivity of the clay amended soil layer and the density of the geo membrane against puncture. The clay amended soil line is effective only if it is compacted properly and geo membrane liner is effective only of it has the density or mass per unit area (minimum thickness is specified) is sufficient enough against puncture.

Starting from the bottom of the natural ground level, the following layer configuration are proposed for the bottom of the landfill.

Table: XI Bottom Liner System

<table>
<thead>
<tr>
<th>LAYER NO</th>
<th>MATERIAL DESCRIPTION</th>
<th>THICKNESS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Layer 1</td>
<td>Barrier Soil Layer Comprising Of Clay or Amended Soil With Permeability Coefficient Less Than 1 \times 10^{-7} cm/sec</td>
<td>900mm</td>
</tr>
<tr>
<td>Layer 2</td>
<td>High Density Polyethylene</td>
<td>1.5mm</td>
</tr>
<tr>
<td>Layer 3</td>
<td>Soil Protection Layer</td>
<td>100mm</td>
</tr>
<tr>
<td>Layer 4</td>
<td>Drainage layer</td>
<td>300mm</td>
</tr>
</tbody>
</table>

Assessment of Leachate Quality: - Leachate refers to the liquid that has passed through or emerged from Solid Waste and contains dissolved materials removed from the solid waste. The Leachate generation is primarily a function of precipitation and is directly proportional to rainfall intensity and surface area. Leachate is basically generated from the active landfill area and after closure of land fill site.

Leachate quantity can be estimated for landfill and the leachate network is envisaged in such a way that leachate from the processing facility and landfill will be conveyed to centralized treatment plant to be treated to meet disposal standards.
Formula:-
\[ I = P - \frac{PCR}{O} +/ - S \]
Where,
\( I \) = Rate of Infiltration
\( P \) = Precipitation
\( PCR / O \) = Coefficient of Runoff

\[ AET = \text{Actual Evapo - Transpiration} \]
for Mahabubnagar is 72 KLD Soil moisture Content Retention

\( S \) = Capacity

Empirically,
- For Capped portion of landfill: \( I = 0.01 \ P \)
- For Uncapped portion of landfill: \( I = 0.07 \ P \)
- Landfill with temporary cover: \( I = 0.3 \ P \)

Using the above formula leachate quantity assessed

Leachate Treatment – Process Description:
The treatment process (physical and biological processes) should be adopted in such a way that it should meet the disposal standards. The treatment process suggested is solar evaporation ponds / effluent treatment plant.

Table: XII Characteristics of treated leachate

<table>
<thead>
<tr>
<th>PARAMETER</th>
<th>INLAND SURFACE WATER</th>
<th>PUBLIC SEWERS</th>
<th>LAND IRRIGATION</th>
<th>FOR MARINE COASTAL AREAS</th>
</tr>
</thead>
<tbody>
<tr>
<td>pH</td>
<td>5.5 to 9.0</td>
<td>5.5 to 9.0</td>
<td>5.5 to 9.0</td>
<td>5.5 to 9.0</td>
</tr>
<tr>
<td>TSS (mg/l)</td>
<td>100</td>
<td>600</td>
<td>200</td>
<td>-</td>
</tr>
<tr>
<td>BOD (5 days @ 20°C) (mg/l)</td>
<td>30</td>
<td>350</td>
<td>350</td>
<td>100</td>
</tr>
<tr>
<td>COD mg/l</td>
<td>250</td>
<td>----</td>
<td>----</td>
<td>250</td>
</tr>
</tbody>
</table>

Landfill gas collection and management system:
As only rejects after processing the municipal waste is proposed to be send landfill is categorized as inert and generated would be very minimal or negligible the quantity of gas generated from the landfill can be estimated with the help of method suggested in CPHEEO manual \( V = \frac{CWP}{100} \ m^3/\text{year} \).

Design of layers each with a specific function he surface cover system to enhance surface drainage, minimize infiltration support vegetation and control and release of landfill gases. The landfill cover to be adopted depends on the gas management system landfill cover and sequence of its laying: Final landfill cover is usually compose of several and as per the recommendations made by MoEF and CPHEEO.

Top cover layer of 450 mm thick with 300mm thick top soil and 150mm of vegetation supportive soil, drainage layer with 150mm thick clay liner with 600 mm thick and 200mm thick gas collection.

Details of Machinery: Different machinery proposed for the compost plant.
Primary screening:
- Converyer -3nos
  - Trammel – 35mm screen
  - Trammel - 16mm screen
  - Hydraulic Power Pack – 2 nos
  - Hydraulic piping – 1 lot
  - Electrical Control Panel – 1lot
Secondary Screening:
- Conveyor – 3nos
- Trammel – 4mm screen
- Bucket Elevator – 1 no
- Gravity Separator – 1 no
- Dust collector – 1 Lot
- Packing System – 1 Lot
- Hydraulic Power Pack – 1 No
- Hydraulic Piping – 1 No

Mobile Equipment
- Excavators
- Front End Loaders
- Tippers

Methodology for remediation:
The waste remediation methods are like mining capping are closure etc. For the present conditions, capping of the existing dump site by relocating the dump to one part of the site is proposed and will be further closed according to Municipal Solid Waste Rules 2000. The land after remediation will be used and if it is not sufficient for new processing and disposal facility, new and adjacent to the existing dump site can be acquired for feasibility of operations and handling of new waste.

According to the area requirements of waste lying in the site at different locations to be estimated and assessed for deployment of vehicles for the relocation of the waste to the area earmarked for closure activity will be done depending on the feasibility at that location. Drainage of surface water runoff Surface water runoff is a significant component in a landfill design and shall be clearly designed. The design includes a garland drainage system all around the landfill which shall be lined and shall be connected to a storm water outlet.

Surface water and Drainage Control Systems
Artificial and natural features at the landfill site control surface water and ground water when integrated, the artificial and natural features must be effective in controlling runoff of surface waters as well as preventing groundwater from penetrating the landfill liner. When the landfill is closed, the drainage control system must be designed to function for the long term use of the site. Rainfall must be used removed from the final cover surface without soil or excessive water infiltration. The greatest risk to the site from pending of surface waters in areas of land subsidence. The features included in the design of drainage control facilities
1) Collection and routing of surface waters off the landfill surface in the shortest possible distance
2) Selection of channel and drainage ways that will carry waters at adequate velocities to avoid deposition,
3) use of sufficient surface slopes to maximize the removal of surface runoff and at the same time minimize surface scour and
4) Material specifications for the drainage features that allow repair and replacement as the landfill settles. Access road of 5m width shall be provided around the site along with sufficient green belt.

Conclusion and Recommendations
To devise any sound waste management systems it is imperative to understand the current practices and scenario of waste management. The physical composition of municipal solid waste is normally presented as organic, recyclables and inert matter. Chemical characteristic considered for municipal waste are mainly moisture, nitrogen, phosphorous, C/N ration etc. Municipal Solid Waste sample was collected from the dump yard of Mahaboobnagar town and analyzed for various chemical characteristics. Since the calorific value of the Municipal Solid Waste is very low 1241Cal/gm, the best process for Municipal Solid Waste management is preferred as composting. The waste projection for 2029is worked out based on the current generation. Based on the quantities compost processing plant is designed. For the inert resulted after the processing landfill is also designed and leachate system is also proposed to comply Municipal Solid Waste Guidelines as per CPHEEO.
A. Conclusion:
- Environment Protection Act concludes aerobic composting does not contribute to CO2, CH4 or N2O emissions, the main contributors to greenhouse gas response and global warming.
- Any emissions from aerobic composting are considered part of the natural carbon cycle.
- Proper aerobic composting eliminates methane production.
- Aerobic compost can be used as a landfill cover to reduce and eliminate methane emissions and odour as a result.
- Aerobic composting appears to be the safest way of converting organic waste streams into a stable value added product.
- Carbon is essential for soil stability and fertility.
- Aerobic compost a sink helping reduce emissions in the atmosphere by sequestering the carbon in the soil.
- Converting organic waste into aerobic compost provides us with the potential to existing vegetation, allowing for more respiration in our atmosphere, which results in a reduction in CO2 levels.

B. Recommendation:
In the present study of composting plan for Mahabubnagar Municipality the Green House Gases focused are Methane and Carbon dioxide.
Composting is a financially viable option for municipalities with solid waste range of 150MT and below. It helps reducing Green House gas emissions thus complying to the projects under Clean Development Mechanism.
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ABSTRACT

In New scientific databases and web databases maintain huge and heterogeneous data. These concrete world databases include over so many relations and attributes. Historic predefined query forms are not able to answer different ad-hoc queries from users on those databases. This paper proposes Dynamic Query form, a curious database query form interface, which is able to dynamically create query forms. The significance of DQF is to capture a user’s choice and classify query form components, support him/her to make conclusion. The creation of query form is a repetitive process and is conducted by the users. In each repetition, the system automatically creates classification lists of form components and the user then adds the desired form components into the query form. The classification of form components is based on the captured user choice. A user may also fill up the query form and deliver queries to view the query output at each step. Thus, a query form could be dynamically refined till the user answer with the query output. A probabilistic model is developed for estimating the excellence of a query form in DQF. I have studied evaluation and user study certify the effectiveness and efficiency of the system.

Keywords: Form creation, Query Form, User Interaction.

I. INTRODUCTION:

Query form is one of the most extensively used user interfaces for querying databases to access information. Historic query forms are configured and predefined by developers or Database Administrator in different information management systems. With the fast development of web information and scientific databases, new databases become very huge and difficult. In natural sciences, like genomics and diseases, the databases have number of entities for chemical and/or biological data resources. Different types of web databases, like Freebase and DBPedia, have thousands of structured web entities. Therefore, it is difficult to design a set of static query forms to answer various ad-hoc database queries on those difficult and complex databases.

Many existing database management and development tools, like EasyQuery, Cold Fusion, SAP and Microsoft Access, provide various mechanisms to let users generate customized queries on databases. But, the customized queries generation totally depends on users’ manual editing’s. If a user is not familiar with the database schema in advance, those hundreds or thousands of data attributes will confuse him or her.

1.1 INTERACTION BETWEEN USERS & DQF

A. Query Form Enrichment

1) Dynamic Query Form (DQF) recommends a ranked list of query form components to the user.

2) The user has to select the desired form components into the current query form. B. Query Execution

1) The user fills out the current query form and submits a query.

2) DQF will execute the query and the results are shown.

3) The feedback about the query results is provided by user.
II. SYSTEM ARCHITECTURE

The system is proposed to have the following modules along with functional requirements.

A. Query Form Enhancement

B. Query Execution

C. Customized Query Form

D. Database Query Recommendation

A. Query Form Enhancement

1) Dynamic Query Form endorses a ranked list of query form components for the user.

2) The user has to select the preferred form components into the current query form.

B. Query execution

1) The user has to fill out the current query form and submits the query.

2) DQF performs the query and displays the results.

3) The user offers the feedback on the query results.

C. Customized Query Form

These provide visual interfaces for developers to generate or customize query forms. The issue of those tools is that, they are for the professional programmer who is aware with their databases, but not for the end-users. It suggests a system which permits end-users to customize the existing query form at run time. But, the end-user may not be familiar with the database. If the database schema is very huge, it is hard for them to search specific database entities and attributes and to generate desired query forms.

D. Database Query Recommendation

Current studies introduce shared method to recommend database query components for database research. They consider SQL queries as elements in the collaborative filtering strategy, and proposes similar queries to relevant users.

III. ALGORITHM

Below algorithm shows the algorithm of the One-Query’s query creation. The function createQuery is to create the database query centered on the given group of projection attributes \( A_{one} \) with selection expression \( \sigma_{one} \).
Data: \( Q = \{Q_1, Q_2, \ldots \} \) This is the set of earlier queries executed on \( F_i \).

Result: \( Q_{one} \) is the query of One-Query begin

\[
\sigma_{one} \leftarrow 0 \text{ for } Q \in Q \text{ do}
\]

\[
\sigma_{one} \leftarrow \sigma_{one} \cup \sigma_Q
\]

\( A_{one} \leftarrow A_{Fi} \cup A_{R} \)

\( Q_{one} \leftarrow \text{CreateQuery}(A_{one}, \sigma_{one}) \)

When the system gets the result of the query \( Q_{one} \) from database engine, it requests the second algorithm of One-Query to search, best query condition.

### 3.1 Query Form Interface

**a) Query Form**

Every query form resembles to an SQL query template. Definition 1: A query form \( F \) is defined as a tuple \((A_F, RF, \sigma_F, \imulation{RF})\), this signifies a database query template like in below:

\[
F = (\text{SELECT } A_1, A_2, \ldots, A_k \text{ FROM } \imulation{RF} \text{ WHERE } \sigma_F ),
\]

where \( A_F = \{A_1, A_2, \ldots, A_k\} \) are \( k \) attributes of projection, \( k > 0 \). \( RF = \{R_1, R_2, \ldots, R_n\} \) which is the group of \( n \) relations included in this query, \( n > 0 \). Every attribute in \( AF \) will belong to one relation in \( RF \). \( \sigma_F \) is the conjunction of expressions for selections on relations in \( RF \). \( \imulation{RF} \) is a join function to create a conjunction of expressions for joining relations of the \( RF \). In user interface of a query form \( F \), \( AF \) is the group of columns of result table. \( \sigma_F \) is group of input components to fill for users. Query forms permit users to fill parameters to create various queries. \( RF \) and \( \imulation{RF} \) are not visible in end user interfaces, which are generally created by system as per the database schema. For query form \( F \), \( \imulation{RF} \) is automatically constructed as per foreign keys among relations in \( RF \).

In the meantime, \( RF \) is determined by \( AF \) and \( \sigma_F \). \( RF \) is union group of relations which has at least one attribute of \( AF \) or \( \sigma_F \). So as, the components of query form \( F \) are in actual determined by \( AF \) and \( \sigma_F \). As mentioned, only \( AF \) and \( \sigma_F \) are visible to user in user interfaces. We focus on projection & Selection components of a query form. Ad-hoc join is not touched by our dynamic query form because join is not a part of SQL, there are limited choices for users. Like, “Aggregation” can be \( \text{MIN, MAX, AVG, and so on; and "Order by" can be "increasing order" \\ "decreasing order". Our dynamic query form can be easily enhanced to include those options by implementing them as dropdown boxes in user interface of query form.}

**b) Query results**

To conclude if a query form is required or not, a user doesn’t have time to go over each data instance in query results. Also, many database queries results a large amount of data instances. We only output a compressed output table to display a highlevel view of the query results. Every instance in compressed table signifies a group of actual data instances. Next, user can click through desired clusters to view detailed data instances. Below figure shows user action flow. The compressed view of query results will be proposed. There are many clustering algorithms for creating compressed view efficiently. For our implementation, we select incremental data clustering framework because of efficiency issue. Different clustering methods are preferable to different data types. Here, clustering is just to give a better view of query results for users. The system programmer can choose a various clustering algorithm if required.
Fig 2: User Actions

c) Ranking Metrics

Query forms are developed to return user’s anticipated result. There are two traditional measures to estimate quality of the query outputs: **precision** and **recall**. Query forms are able to generate different queries by various inputs, and various queries can output different query results and obtain different **precisions** and **recalls**. 

So, we are using desired precision and expected recall to calculate the expected performance of the query form. Expected precision is the expected proportion of query results which are interested by user. Expected recall is expected proportion of user interested data instances which are returned by current query form. User interest is anticipated based on user’s click through on query results showed by the query form.

Like, in case some data instances are clicked by user, those data instances should have vital user interests. So, query form components which can capture those data instances should be ranked at high than remaining components. Afterwards we introduce some notations and then define desired precision and recall.

<table>
<thead>
<tr>
<th>ID</th>
<th>C1</th>
<th>C2</th>
<th>C3</th>
<th>C4</th>
<th>C5</th>
</tr>
</thead>
<tbody>
<tr>
<td>11</td>
<td>A1</td>
<td>B1</td>
<td>C1</td>
<td>30</td>
<td>1</td>
</tr>
<tr>
<td>12</td>
<td>A2</td>
<td>B2</td>
<td>C2</td>
<td>30</td>
<td>100</td>
</tr>
<tr>
<td>13</td>
<td>A3</td>
<td>B2</td>
<td>C3</td>
<td>40</td>
<td>99</td>
</tr>
<tr>
<td>14</td>
<td>A4</td>
<td>B1</td>
<td>C4</td>
<td>30</td>
<td>1</td>
</tr>
<tr>
<td>15</td>
<td>A5</td>
<td>B3</td>
<td>C4</td>
<td>20</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 1:- Example of data table

Like take a query form with one relational data table as shown in the Table. There are 5 data instances in the table, \( D = \{I_1, I_2, \ldots, I_5\} \) which has 5 data attributes \( A = \{C_1, C_2, C_3, C_4, C_5\}\).

Query form executes a query \( Q \) as “SELECT \( C_2, C_5 \) FROM \( D \) WHERE \( C_2 = B_1 \) OR \( C_2 = B_2 \)”.

The query result is \( DQ = \{I_1, I_2, I_3, I_4\} \) which are projected on \( C_2 \) and \( C_5 \).

| Thus \( P(\sigma F_i d) \) has 1 for \( I_1 \) to \( I_4 \) and has zero foe \( I_3 \). Instance \( I_1 \) and \( I_4 \) has same Projected values. |

So we use \( I_1 \) to represent both of them and \( P(I_1C_2;C_5) = 2/5 \).

**IV. STATIC VS. DYNAMIC QUERY FORMS**

When a query task is covered by one historical queries, then SQF built on those historical queries can be used to fill that query task. But the costs of using SQF and DQF to fulfill those task are different. Form-Complexity was proposed in to estimate cost of using a query form. That is sum of the number of selection components, projection components, and Relations.

**V. USABILITY METRICS**

For database query forms, one action means a mouse click or a keyboard input of a textbox. \( ACmin \) is a minimal number of actions for a specific querying task. One function signifies a provided option for user to use, like a query form or a form component. In case of web page based system, \( FNmax \) is total number of UI components in web pages explored by users.
Here each page at most contains 5 user interface components. The smaller $AC_{\text{min}}$, $AC$, $FN_{\text{max}}$, and $FN$, the better will be the usability. And higher the $AC_{\text{ratio}}$, $FN_{\text{ratio}}$, and $\text{Success}$, the better will be the usability. There is a trade-off between $AC_{\text{min}}$ and $FN_{\text{max}}$. The extreme case will be when, we create all possible query forms in one web page, and user only needs to select one query form to complete their query task, so $AC$ min is 1. However, $FN_{\text{max}}$ should be number of all possible query forms with their components, which can be a large number. On other side, when users have to interact a lot with a system, that system should know better about user’s anticipation. In such case, the system would cut down many unwanted functions, so that $FN_{\text{max}}$ will be smaller. But $AC_{\text{min}}$ will be high since there are many of user interactions.

**Effectiveness**

Here we compare ranking function of DQF with other two ranking methods: baseline method and other is random method. Baseline method ranks projection and selection attributes in ascending order of their schema distance to current query form. In case of the query condition, it selects the most frequently used condition in training set for that particular attribute. Random method randomly proposes one query form component. Final truth of the query form component ranking is obtained from the query workloads.

Here we use some widely used metrics in Human-Computer Interaction and Software Quality for measuring the usability of a system. These metrics are listed in below Table:

<table>
<thead>
<tr>
<th>Metric</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$AC_{\text{min}}$</td>
<td>The minimal number of action for users</td>
</tr>
<tr>
<td>$AC$</td>
<td>The actual number of action performed by users</td>
</tr>
<tr>
<td>$FN_{\text{max}}$</td>
<td>$AC_{\text{min}}/AC \times 100%$</td>
</tr>
<tr>
<td>$FN$</td>
<td>The number of actual used UI function by the user</td>
</tr>
<tr>
<td>$FN_{\text{ratio}}$</td>
<td>$FN/FN_{\text{max}} \times 100%$</td>
</tr>
<tr>
<td>$\text{Success}$</td>
<td>The percentage of users successfully completed a specific task</td>
</tr>
</tbody>
</table>

Table 2: Usability Metric

**VI. CONCLUSION**

I studied dynamic query form generation approach which helps users dynamically generate query forms. The key idea is to use a probabilistic model to rank form components based on user preferences. We capture user preference using both historical queries and run-time feedback such as click through. Experimental results show that the dynamic approach often leads to the higher success rate and simpler query forms compared with a static approach. Ranking of form components also makes it easier for users to customize query form.
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ABSTRACT:

Quality of an image plays a very crucial role in various image processing applications such as, recognition, identification, transmission etc. Therefore identifying the quality of an image is very necessary in such areas. Restoration of the good image from a degraded image will improve the quality of the image. The purpose of this paper is to find the quality value of an image using a new metric after some preprocessing steps. Here one particular type of image distortion taken into account that is contrast change and enhancing the contrast using an additive gamma correction method. After this preprocessing the quality value is found using a new image quality assessment metric called normalized perceptual information distance. For this metric, the main concept used is kolmogorov complexity and normalized information distance.

Keywords: Contrast enhancement, Image quality assessment, gamma correction, normalized information distance, kolmogorov complexity.

I. INTRODUCTION

Image quality has an important role in many image processing applications mainly in the case of recognition. Quality of an image can be degraded because of the presence of various distortions like blur, contrast change, noise, blocking artifacts etc. A low quality or degraded image may not match with the existing image in the database. So image quality measurement is important. In the above case if some preprocessing is done to remove some distortions, then it will increase the image quality. A quality measurement method is the used to measure the image quality.

For measuring the quality, image quality assessment (IQA) algorithms are used. These IQA methods are classified into three, 1) no reference 2) reduced reference and 3) full reference [1]. In no reference method, only distorted image will be available. No information about the original image is given. Because of this, blind calculation of the image quality is possible. In the case of reduced reference method, a portion of the original reference image will be available whereas, in full reference, a full original image will be given. The quality metric can be calculated by comparing distorted image with the original image. In full reference approach, many quality metrics are available for calculating the quality. Structural similarity index measure (SSIM) [1], visual information fidelity (VIF) [2], visual signal to noise ratio (VSNR) [3] etc. is some of the full reference methods.

This paper investigating a full reference image quality assessment metric based on kolmogorov complexity and normalized information distance (NID) [7]. These two concepts are rarely been studied in the field of image processing. As a new method of introducing kolmogorov complexity in image quality assessment, it shows comparable performance with the other existing methods.

One particular type of distortion usually present in images is contrast change. This may occur due to the bad lighting condition or because of the camera problem. In this paper we combined a preprocessing method for image contrast enhancement with the quality metric calculation. There are many methods available for contrast enhancement. Here, contrast enhancement based on gamma correction and a weighting distribution function is used. A normalization function is also applied to the enhanced image to improve the quality of the image.
This paper is organized as follows. In section 2, contrast enhancement method using additive gamma correction (ACG) [4] is explained. This contrast enhancement method is taken as a preprocessing step and embedded to the final image quality assessment framework. In section 3, a full reference image quality measurement based on kolmogorov complexity and normalized information distance [6] is explained. In section 4, the results after implementing this method are given. Finally, in section 5, conclusions are described.

II. CONTRAST ENHANCEMENT USING ACG

The problem with most of the contrast enhancement methods is their high computational time and cost. The proposed approach is resolving this problem. In ACG method [4], the densely associated pixels in the input dimmed image are smoothened by using a weighting distribution. The flow chart for ACG is given in Fig. 1.

![Flow chart of the AGC method](image)

Firstly, a dimmed image is given as input to this method. Histogram analysis can be done to see the densely oriented pixels. The gamma correction function used here is,

\[ T(l) = l_{\text{max}}(l/l_{\text{max}})^{\gamma} = l_{\text{max}}(l/l_{\text{max}})^{1-cdf(l)} \]  

(1)

where \( l_{\text{max}} \) gives the maximum intensity of the dimmed input image. \( T(l) \) represents the transformed intensities of the dimmed image after gamma correction. This gamma correction method includes cdf calculation. For cdf calculation, probability density function (pdf) has to be calculated. A weighting distribution function is using here for pdf calculation. This will modify the histogram and decrease any adverse effects. The weighting distribution function is,

\[ pdf_{w}(l) = pdf_{\text{max}} \left( \frac{pdf(l) - pdf_{\text{min}}}{pdf_{\text{max}} - pdf_{\text{min}}} \right)^{\alpha} \]  

(2)

where \( pdf_{\text{max}} \) is the maximum pdf and \( pdf_{\text{min}} \) is the minimum pdf. \( \alpha \) is the adjusting parameter. This can be used to find cdf as follows,

\[ cdf_{w}(l) = \sum_{i=0}^{l_{\text{max}}} pdf_{w}(l) / \sum_{i=0}^{l_{\text{max}}} pdf_{w}(l) \]  

(3)

sum of \( pdf_{w} \) is calculated as follows,

\[ \sum pdf_{w} = \sum_{i=0}^{l_{\text{max}}} pdf_{w}(l) \]  

(4)
This can be applied in Eq. 1 to get the transformed intensities. While implementing this algorithm, first the image is converted into HSV. Here H and S contain the color information. We are preserving the color information and changing only value V. Sometimes the output enhanced image may be appeared as whitish after gamma correction. In order to solve this problem, a normalization of the intensity levels of the output image is used. Equation for that is given in Eq. (2.6).

\[ I'_j = (w \times I_j) + T(I_j)/(w + 1) \]  

where \( I_j \) are original intensities of the input image. \( T(I_j) \) are the intensities produced after gamma correction. \( w \) is the non negative weight. \( w \) is selected based on the improvement in the quality.

### III. IMAGE QUALITY ASSESSMENT USING NPID

The problem with most of the contrast enhancement methods is their high computational time and cost. The overall architecture of the proposed approach is given in Fig. 2.

![Flow chart for the proposed system](image)

Contrast enhancement method is described in section 2. For quality evaluation using NPID [6], important mathematical concepts used are kolmogorov complexity and normalized information distance (NID). These two concepts are rarely studied in the context of image processing. Kolmogorov complexity [8] is a non computable concept. General equation for NID is,

\[ NID(P, Q) = \frac{\max \{K(p|q^*), K(p|q^*)\}}{\max \{K(p), K(q)\}} \]  

where \( K(p|q^*) \) is the kolmogorov complexity of two objects x and y. For the implementation of NPID metric, first transform the original and the reference image into the wavelet domain. The two images are decomposed into subbands in that domain. Particular type of wavelet transform used here is 5 scale laplacian pyramid transformation [11]. Then kolmogorov complexity can be formulated as,

\[ K(p|q) = \sum_{n=1}^{n} K(p_n|q_n) \]  

where \( p_n \) and \( q_n \) are the subbands of reference image and the distorted image. Using this, NID can be calculated as,

\[ NID_2(p, q) = \frac{\max \{\sum_{n=1}^{n} K(p_n|q_n), \sum_{n=1}^{n} K(q_n|p_n)\}}{\max \{\sum_{n=1}^{n} K(p_n), \sum_{n=1}^{n} K(q_n)\}} \]  

Because of the non computable nature of kolmogorov complexity, NID is also non computable. To solve this problem, kolmogorov complexity can be replaced with Shannon entropy. Shannon entropy gives how much information contained in an image. And also for finding information content, subband can be modeled using a gaussian scale mixture model [9]. So the final formula for finding NPID image quality metric is,

\[ NPIDS_i = \frac{I(M_i; \bar{N}_i)}{\max \{I(M_i; \bar{A}_j), I(\bar{M}_i; \bar{A}_j)\}} \]  

Let \( \bar{A}_j = (\bar{A}_{1j}, \ldots, \bar{A}_{nj}) \) are the N elements of subband \( A_j \), and \( \bar{M}_i, \bar{N}_i \) are defined in the same way. Information content between the subbands can be calculated as [10],

\[ I(\bar{A}_j; \bar{M}_j') = \frac{1}{2} \sum_{j=1}^{N} \sum_{k=1}^{K} \log_2 \left( 1 + \frac{s_j^2 \lambda_k}{\sigma_j^2} \right) \]
To calculate the information content estimation of the parameters $g$, $s$, $\sigma$, $\lambda$ are important. These parameters are calculated based on the information from [6].

IV. RESULT ANALYSIS

The proposed algorithm is applied on the images in CSIQ (Categorial Image Quality) database [5]. This database is publicly available for download. The database contains 866 distorted images for 30 reference images. Different types of distortions include contrast change, jpeg compression, noise, blur etc. Each distortion is at four to five distortion levels.

For the proposed approach, contrast change distortion is taken into account. For each image, five levels of contrast change is there in the database. For each level, contrast enhancement is done, and to the enhanced image, the quality metric is applied. The result obtained after performing the contrast enhancement for some of the images in the CSIQ database is given in Fig. 4.
The quality metric values obtained for the enhanced images after performing the image quality assessment algorithm based on normalized perceptual information distance (NPID) is given in Table 1.

Table 1. Results obtained before and after performing the algorithm to the images in CSIQ database

<table>
<thead>
<tr>
<th>Image name</th>
<th>1st level</th>
<th>2nd level</th>
<th>3rd level</th>
<th>4th level</th>
<th>5th level</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>before</td>
<td>after</td>
<td>before</td>
<td>after</td>
<td>before</td>
</tr>
<tr>
<td>1600</td>
<td>0.9057</td>
<td>0.7675</td>
<td>0.8963</td>
<td>0.8037</td>
<td>0.8419</td>
</tr>
<tr>
<td>Aerial_city</td>
<td>0.8886</td>
<td>0.7273</td>
<td>0.8488</td>
<td>0.7712</td>
<td>0.7495</td>
</tr>
<tr>
<td>boston</td>
<td>0.8921</td>
<td>0.7043</td>
<td>0.8433</td>
<td>0.7555</td>
<td>0.7084</td>
</tr>
<tr>
<td>bridge</td>
<td>0.9115</td>
<td>0.6655</td>
<td>0.8948</td>
<td>0.6812</td>
<td>0.8582</td>
</tr>
<tr>
<td>butter_flower</td>
<td>0.9014</td>
<td>0.7324</td>
<td>0.8653</td>
<td>0.7815</td>
<td>0.7245</td>
</tr>
<tr>
<td>child_swimming</td>
<td>0.8934</td>
<td>0.6295</td>
<td>0.8461</td>
<td>0.6854</td>
<td>0.7107</td>
</tr>
<tr>
<td>couple</td>
<td>0.9201</td>
<td>0.6138</td>
<td>0.9013</td>
<td>0.6301</td>
<td>0.8568</td>
</tr>
<tr>
<td>family</td>
<td>0.8824</td>
<td>0.7255</td>
<td>0.8476</td>
<td>0.7668</td>
<td>0.7739</td>
</tr>
<tr>
<td>lake</td>
<td>0.9145</td>
<td>0.7257</td>
<td>0.8861</td>
<td>0.7673</td>
<td>0.8182</td>
</tr>
<tr>
<td>log_seaside</td>
<td>0.9161</td>
<td>0.5775</td>
<td>0.8969</td>
<td>0.5946</td>
<td>0.8523</td>
</tr>
<tr>
<td>monument</td>
<td>0.9154</td>
<td>0.651</td>
<td>0.8958</td>
<td>0.6729</td>
<td>0.8518</td>
</tr>
<tr>
<td>native_america</td>
<td>0.9069</td>
<td>0.6664</td>
<td>0.8839</td>
<td>0.6863</td>
<td>0.8325</td>
</tr>
<tr>
<td>redwood</td>
<td>0.9032</td>
<td>0.7592</td>
<td>0.8761</td>
<td>0.7904</td>
<td>0.8099</td>
</tr>
<tr>
<td>roping</td>
<td>0.9031</td>
<td>0.7203</td>
<td>0.8765</td>
<td>0.7557</td>
<td>0.8172</td>
</tr>
<tr>
<td>rushmore</td>
<td>0.9054</td>
<td>0.4891</td>
<td>0.8814</td>
<td>0.5078</td>
<td>0.8282</td>
</tr>
</tbody>
</table>

Results from the above figure shows that the contrast enhancement function works well if the image quality lies in the range less than 0.8. If the quality value is greater than 0.8 then enhancing the image may decrease the image quality.

V. CONCLUSIONS

In this paper, we combined the performance tuning of images with quality evaluation. Major two steps performed in the proposed method is contrast enhancement using additive gamma correction and quality metric calculation using normalized perceptual information distance. The algorithm is implemented on publicly available CSIQ database and the results are obtained. If the quality is very poor, the contrast enhancement works well and quality is improved in a good manner. If the image is of good quality, then no change is needed. This work can be extended for finding the quality of video after performance tuning of video frames.
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ABSTRACT:
Query Interfaces are often the only means by which certain web databases in a domain can be accessed. It has been observed that several different kinds of query interfaces exist for the same domain and they require the user to enter the same values despite the differences in the interfaces. Integrating these query interfaces is therefore essential to allow the user uniform access to all databases in a given domain. Integration of Query Interfaces using Attribute Constraint Matrices was found to be a very efficient technique for integration. This technique however performs integration over all the interfaces in a domain, while integration of only a subset of these may be necessary. This paper presents an algorithm that when applied to the result of integration of all interfaces in a domain produces an integrated attribute constraint matrix that represents only the components of those interfaces that are required to be integrated by the user.

Keywords: Attributes, Attribute Constraint Matrix, Interface Integration, Integrated Matrix, Pruning, Query Interface, User Preference.

1. INTRODUCTION
Online web databases contain a lot of useful information and are often accessible only by means of Query Interfaces. Query Interface is a term used to refer to the collection of HTML elements such as text boxes, radio buttons, selection lists etc., that are used to obtain information from the user. Often there are several different query interfaces in existence for a given domain requiring the user to enter the same information multiple times. For example, if a user wants to buy an air ticket online at the cheapest price he would have to visit several web sites and repeatedly enter the same information i.e., departure and arrival cities, date of journey, number of passengers etc., and then compare the price offered by these websites. Hence from the user point of view it would be easier to enter all this information in a single webpage that would appropriately access all these websites and display the results to the user in a single page. The first step to achieve this would be to generate a universal query interface that captures the structure of all the query interfaces of these websites.

There are several techniques in existence that have been summarized in [8] of which the utilization of attribute constraint matrices as defined in [7] has been found to be the most efficient. Attribute constraint matrices [7] are a far easier means of interface representation than that defined by the WISE-Integrator method [1],[2],[3] and also does not require any kind of hypothesizing of the unified interface. The integration technique suggested by [5] requires pair-wise merging which is time consuming when compared with [7]. The merging via clustering aggregation suggested in [4] will cause the attribute set to grow to be very large, while in [7] the attribute set will be restricted since a common representation is taken for the attributes of the same type. Keyword matching technique described in [6] requires additional files to store matched information, which is not required in the case of [7].

The attribute constraint matrix method in [7] first requires an ordered tree representation of the query interface based on the visual layout of the attributes. All leaf elements of the tree correspond to attributes on the query interface, a common representation for the attributes is first determined. For example in the airline domain one website may specify the terms ‘departure’ and ‘arrival’ cities while another may define them as ‘from’ and ‘to’ cities. Since they both represent the same information the ‘departure’ and ‘from’ attributes will both be represented commonly by the letter ‘a’ for example and the ‘arrival’ and ‘to’ attributes will commonly be represented by the letter ‘b’. Once these common representations have been determined the ordered attribute trees are created based on the visual layout of the attributes in the interface. From the ordered attribute trees the attribute constraint matrices are generated. These matrices are symmetric matrices having as many rows and columns as there are attributes in the interface. It has been demonstrated in [7] that these matrices can be derived from the ordered trees and vice versa. The values within the attribute constraint matrices consist of depth of the attributes and the distance between the attributes derived from the corresponding ordered tree. These matrices are then suitably expanded and merged as per the operations suggested in [7] to yield the final unified attribute constraint matrix. From this unified attribute constraint matrix the ordered tree representation of the final unified interface can be easily determined.
The performance of this technique [7] was measured in terms of the extent to which the structure of the existing interfaces was maintained in the integrated interface i.e., the extent to which the constraint imposed by each interface was satisfied in the unified interface. There were three constraints described in [7] hierarchical, group and precedence and the satisfaction rate of these constraints were found to be acceptable. Hence we can conclude that the technique of using attribute constraint matrices for generating the unified query interface for all the interfaces in a domain is highly efficient and easy to implement.

It may often be necessary to integrate only a sub set of the interfaces in a domain, for example if only the results of query interfaces within a region is needed, i.e., a user wants to compare the air ticket prices offered by only the travel operators in his country of residence. Or if user wants to view results from websites that offers certain privileges. There are two ways to approach this problem as defined in [9], one is the bottom up approach which involves performing integration from scratch on only the interfaces that are necessary, and the other is the top down approach which involves reducing a global integrated tree representation to contain only the attributes of the interfaces that are preferred. This top down approach called pruning [9] is defined to work on the global integrated tree. The aim of this paper is to perform the same pruning operation on the global unified attribute constraint matrix generated by [7].

Pruning the integrated tree is a far more efficient technique than generating the integrated tree bottom up because the pruning operations become easier with an increase in the number of the interfaces that need to remain. This is because with an increase in the number of interfaces that need to remain there will be fewer attributes that need to be removed from the integrated tree hence fewer operations that need to be performed, this is not the case with the bottom up approach since more attributes will need to included in the integrating process resulting in an increased amount of time being taken.

The rest of this paper is organized as follows. In section 2, the top down tree pruning technique described in [9] is explained. This serves as the basis of the main work in this paper. In section 3, an algorithm is presented and explained that performs the same pruning operations except that the algorithm takes as input the unified attribute constraint matrix generated by [7] as the input. In section 4, the results after implementing this method are given. Finally, in section 5, the conclusions are described.

II. TOP DOWN TREE PRUNING

This technique described in [9] works on the integrated tree schema that has been generated using the methods described in [1] and [5]. The essential step is to remove from the integrated schema those fields that are non-existent in the interfaces that are required. Once fields are removed there needs to be further operations that need to be done to refine the final tree.

The suggested technique has three primary steps, Remove, Collapse and Split-Up. The remove step involves removing from the integrated tree all the leaf nodes that do not exist in the interfaces being considered, this step also recursively removes all 'fake' leaves, i.e., those internal nodes that become leaves in the process of removal. The send step collapses a child node with its parent if it is the only child, this step is also performed recursively. The final step split up the nodes in the tree on the basis of the groups in the required schemas if they share the same parent. However it has been stated in [9] that the split up operation need not be performed since the original group was already validated with respect to the original integrated interface. Hence this step is not considered for the development of the algorithm, in addition the split operation will result in violating the integrity of the unified interface. Figure 1 depicts the two steps remove and collapse given an initial integrated tree.

Figure 1(a) shows an integrated tree with five leaf nodes ‘a’, ‘b’, ‘c’, ‘d’ and ‘e’. Assuming that the interfaces that are required contain only the attributes ‘a’, ‘b’ and ‘d’, the leaf nodes ‘c’ and ‘e’ will then have to be removed. Figure 1 (b) shows integrated tree with the leaf nodes ‘c’ and ‘e’ removed, this is the removal step. Since ‘e’ was a child of the root it’s removal causes no problem, however, removing the leaf node ‘c’ resulted in its sibling ‘d’ becoming an only child of its parent. Hence node ‘d’ is collapsed with its parent to become a child of the root. This is the collapse operation, depicted in Figure 1(c). On completion of the collapse operation the integrated tree obtained will have only the attributes of those interfaces that are required.

![Figure 1. Pruning the Integrated Tree](image-url)
III. PRUNING ALGORITHM FOR INTEGRATED ATTRIBUTE CONSTRAINT MATRIX

The pruning algorithm for unified constraint matrices is given in Figure 2, the unified attribute constraint matrix ‘M’ generated using the technique in [7] as well as the set ‘Q’ of all the interfaces that are required by the user to be integrated is given as the input. The output of this algorithm will be the matrix ‘QI’ containing only the attributes of those interfaces required by the user. The ordered tree for this matrix QI can be easily generated using the technique described in [7]. The algorithm is followed by an example of its operation on attribute constraint matrices based on the integrated tree in Figure 1.

Algorithm PruneUnifiedMatrix (M, Q)

Input:
M: Unified attribute constraint matrix of all interfaces in domain
Q: Set of query interfaces specified by user.

Output:
QI: Integrated attribute constraint matrix of user specified matrices

1. QI=M
2. Generate set SET1 of all attributes in QI.
3. Generate set SET2 of all distinct attributes in Q.
4. Determine groups of siblings Sib1, Sib2, Sib3,.....Sibn in QI.
5. SETa=SET1-SET2.
6. Remove from QI all attributes in SETa.
7. If any attribute or combinations of attributes ‘att’ in SETa e{Sib1~Sibn}
   A=[Sib - att] 
   If |A|=1               // lone attribute after siblings are removed
   b=QI [A,A]            // current depth of lone attribute
   QI [A, A] =1          // set depth of lone attribute in QI to 1
   for (i=0;i<sizeofQI;i++)
   QI [i, A] =QI [i, A]-(b-1)       // update distance of all other attributes to lone attribute

Figure 2. Pseudo code of algorithm PruneUnifiedMatrix

Figure 3. Attribute constraint matrix values at different stages in the algorithm PruneUnifiedMatrix
Figure 3(a) shows the attribute constraint matrix corresponding to the tree in Figure 1(a), matrix is generated using the technique described in [7] with the diagonal values representing the depth of the node from the root, and the remaining values representing the number of edges to be travelled between the corresponding nodes. Figure 3(b) shows the matrix after the remove operation in line 6 of the algorithm in Figure 2 has been executed, the rows and columns corresponding to the attributes ‘c’ and ‘e’ have been removed which are assumed to be those attributes not present in the interfaces required by the user to be integrated. Figure 3(c) shows the final attribute constraint matrix after the entire algorithm in Figure 2 has been executed. After the remove operation the attribute ‘d’ was found to be the lone attribute since it’s sibling ‘c’ was removed, its depth has been set to 1 and it’s distance to the remaining attributes has been reduced by the extent to which it’s depth has to reduce to become 1. Notice that the matrix in Figure 3(c) will be the same as the matrix drawn from Figure 1(c) using the technique in [7], hence showing that this algorithm works correctly on the attribute constraint matrices suggested by [7].

IV. RESULT ANALYSIS

The proposed algorithm in Figure 2 was implemented in the Java language with the input as the examples given in [7], the satisfaction rate of hierarchical and precedence constraints defined in [7] was satisfactory, however the satisfaction rate of the group constraints [7] was found to reduce by a small extent when compared to the group constraint satisfaction rate of the initial integrated interface, this is due to the existence of lone siblings after the removal process. Overall this algorithm for customizing the integrated query interface as per the users’ preference does not violate the constraints on the structures of the constituent schemas.

V. CONCLUSIONS

Large scale integration of query interfaces is a widely studied problem in deep web data integration. Representation of the query interfaces as attribute constraint matrices was found to be capable of capturing all the constraints imposed on a query interface. The final generated unified matrix facilitated the development of a unified interface that maintained all the characteristics of the constituent matrices. Customizing this integration according to user preference involved developing an algorithm that could be applied on this unified matrix such that it will ultimately contain only the attributes of those interfaces specified by the user. Java programming language was used to implement the core algorithm and a unified matrix was generated from the given input matrices using the proposed algorithm which did not violate the constraints imposed by the constituent schemas.
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ABSTRACT

Image segmentation is an important technology for image processing which aims at partitioning the image into different homogeneous regions or clusters. Lots of general-purpose techniques and algorithms have been developed and widely applied in various application areas. However, evaluation of these segmentation algorithms has been highly subjective and a difficult task to judge its performance based on intuition. In this paper image segmentation using FCM, Region Growing and Watershed algorithms is performed and segmentation results of these techniques are analyzed based on four performance metrics GCE, PSNR, RI and VoI. This analysis provides an overview that on what parameters different image segmentation techniques can be evaluated at best.

Keywords: FCM, Region Growing, Watershed, GCE, PSNR, RI, VoI.

I. INTRODUCTION

Image segmentation is a technique of partitioning an image into several homogeneous segments or clusters based on measurements taken from the image. The output of image segmentation is a set of regions that combine to form the entire image. Some of the practical applications of image segmentation are: Content-based image retrieval, Machine vision, Medical imaging, Recognition tasks, traffic control systems, video surveillance. Several general-purpose algorithms and techniques have been developed for image segmentation. There are various methods of image segmentation such as clustering based (FCM, K-means) methods, region based methods (region growing, region splitting, region merging), watershed, edge detection method, neural networks and thresholding.

In this work segmentation algorithms chosen for analysis are FCM (Fuzzy C-Means), Region Growing and Watershed. FCM is an unsupervised segmentation algorithm that is based on the idea of finding cluster centers by iteratively adjusting their position and evaluation of an objective function. The iterative optimization of the FCM algorithm is essentially a local searching method, which is used to minimize the distance among the image pixels in corresponding clusters and maximize the distance between cluster centers [1]. FCM algorithm has long been a popular image segmentation algorithm. Region growing is a simple region-based image segmentation method. In [2] region growing is a procedure that groups pixels or sub regions into larger regions based on predefined criteria for growth. The basic approach is to start with a set of “seed” points and from these grow regions by appending to each seed those neighboring pixels that have predefined properties similar to the seed.

Watershed transform is a powerful tool that is based on the object’s boundary and finds local changes for image segmentation. According to [3] watershed segmentation method is based on watershed transform. This method aims to find catchment basins, which define border between two objects. If water falls into these basins, level of the water rises until neighbor basins share the same level. So output of the algorithm is a hierarchy of catchment basins. The key point is to find most discriminative basins, since most discriminative basins are the basins that separate two different objects. The performance evaluation parameters used here for evaluation of image segmentation quality are namely PSNR (Peak signal to noise ratio), RI (Rand Index), VoI (Variation of Information) and GCE (Global Consistency Error).
II. DESCRIPTION OF DIFFERENT IMAGE SEGMENTATION TECHNIQUES

2.1 Fuzzy C-Means (FCM) Algorithm

Input: image, cluster number.

Output: segmented image, cluster center and objective function [1].

1. Initialize the fuzzy cluster number, F and the cluster centers, \( c = \{c_1, \ldots, c_j, \ldots, c_f\} \)
   Set iteration time \( q=0 \);
2. while \( \|W^{(q)} - W^{(q-1)}\| \geq \epsilon \) do
3.     for \( j = 1 \) to \( F \) cluster do
4.         for \( i = 1 \) to \( N \) image pixel do
5.             Calculate \( u_{ij} \), i.e. the membership of pixel \( x_i \) to the \( j^{th} \) cluster;
6.             if \( ||x_i - c_j|| = 0 \) then
7.                 \( u_{ij} = 1 \);
8.                 reset other membership of pixel \( i \) to 0;
9.             end if
10.            end for
11.            Update \( c_j \) (cluster center);
12.        end for
13.    Calculate objective function \( W^{(q)} \);
14. q = q + 1;
15. end while

The objective function is given as:

\[
W^{(q)} = \sum_{j=1}^{F} \sum_{i=1}^{N} u_{ij}^m ||x_i - c_j||^2
\]  

(2.1)

where \( N \) is the number of image pixels , \( u_{ij} \) is the membership of pixel \( x_i \) to the \( j \)th cluster, \( m \) is a constant that defines the fuzziness of the membership, \( ||x_i - c_j|| \) is the Euclidean distance between \( x_i \) and \( c_j \) [1].

The membership function is defined as :

\[
u_{ij} = \frac{1}{\sum_{k=1}^{F} \left( \frac{||x_i - c_k||}{||x_i - c_j||} \right)^{2/m - 1}}
\]  

(2.2)

The value of \( m \) is manually set and mostly \( m=2.0 \) is used.

The cluster center in FCM algorithm is defined as:

\[
c_j = \frac{\sum_{i=1}^{N} u_{ij}^m x_i}{\sum_{i=1}^{N} u_{ij}^m}
\]  

(2.3)

2.2 Region growing algorithm

Basic function of region growing algorithm is to segment the input image using \( n \) number of seed points. The basic steps followed in seeded based region growing technique includes two main points, firstly selection of initial seed point and secondly growing formula based on stopping criterion [5].
2.3 Watershed Algorithm

In this paper Marker-Controlled Watershed Segmentation algorithm is presented. The steps involved in this algorithm are: Firstly we compute a segmentation function, then compute foreground markers, after that we compute background markers and then modify the segmentation function so it only has minima at the foreground and background marker locations, finally compute the watershed transform of the modified segmentation function [4].

2.4 GCE (Global Consistency Error)

The Global Consistency Error (GCE) measures the extent to which one segmentation can be viewed as a refinement of the other. Segmentations which are related are considered to be consistent, since they could represent the same image segmented at different scales. The formula for GCE is as follows,

\[
GCE = \frac{1}{n} \min \{ \sum_i E(s_1, s_2, p_i), \sum_i E(s_2, s_1, p_i) \}
\]  

(2.4)

where, segmentation error measure takes two segmentations S1 and S2 as input, and produces a real valued output in the range [0:1] where zero signifies no error. For a given pixel \( p_i \) consider the segments in S1 and S2 that contain that pixel [6].

2.5 PSNR (Peak Signal to Noise Ratio)

PSNR represents region homogeneity of the final partitioning. The higher the value of PSNR the better is segmentation. PSNR in decibels (dB) is computed by using [7]:

\[
PSNR = 10 \log_{10} \left( \frac{255^2}{\text{MAE}} \right)
\]

(2.5)

MAE is the mean absolute error of the segmented image computed as follows

\[
\text{MAE} = \frac{1}{MN} \sum \sum |F(i, j) - f(i, j)|
\]

(2.6)

F (i, j) - segmented image, f (i, j) - source image that contains M by N pixels.

2.6 RI (Rand Index)

The Rand index (RI) between test and ground-truth segmentations S and G is given by the sum of the number of pairs of pixels that have the same label in S and G and those that have different labels in both segmentations, divided by the total number of pairs of pixels [8]. In [9] the RI is given as:
where, \( a \), the number of pairs of elements in \( S \) that are in the same set in \( U \) and in the same set in \( V \); \( b \), the number of pairs of elements in \( S \) that are in different sets in \( U \) and in different sets in \( V \); \( c \), the number of pairs of elements in \( S \) that are in the same set in \( U \) and in different sets in \( V \); \( d \), the number of pairs of elements in \( S \) that are in different sets in \( U \) and in the same set in \( V \). \( n_{ij} \) is the number of objects in the \( i \)th cluster in \( U \) and \( j \)th cluster in \( V \), and \( \binom{n}{2} \) is the binomial coefficient, which gives the number of distinct pairs found in a set of \( n \) objects.

2.7 **VoI (Variation of Information)**

The Variation of Information (VoI) metric defines the distance between two segmentations as the average conditional entropy of a segmentation given the other, and thus roughly measures the amount of randomness in a segmentation which cannot be explained by the other [5]. Lower the VoI value better is the result. In [10] VoI is defined as:

\[
\text{VoI}(c, c') = H(c) + H(c') - 2I(c, c')
\]

where, \( H(c) \) and \( H(c') \) are the entropies associated with cluster \( c \) and \( c' \); \( I(c, c') \) is the mutual information between the associated random variables.

![Figure 2. The variation of information and related quantities](image)

### III. IMPLEMENTATION DETAILS AND RESULT ANALYSIS

The three image segmentation algorithms discussed in this paper are implemented in MATLAB (R2010a) and their results are evaluated using four quantitative performance metrics namely, GCE, PSNR, RI and VoI.

For better segmentation results the values of PSNR (Peak Signal to Noise Ratio) and RI (Rand Index) should be higher and on the other hand the values of GCE (Global Consistency Error) and VoI (Variation of Information) should be low. The image segmentation algorithms in this paper are applied to natural images from BSD database, where test and ground-truth images are used to calculate GCE, RI and VoI values [11]. The results of segmentations performed by three different algorithms are described below taking three natural images flower, airplane and kid. Four performance metrics are then calculated separately for each algorithm and performance analysis is done.
Figure 3. Segmentation results of FCM, Region Growing and Watershed algorithms performed on three natural images Flower, Airplane and Kid.

Table 1. PSNR, RI, VoI and GCE values calculated for FCM algorithm

<table>
<thead>
<tr>
<th>Test Image</th>
<th>PSNR</th>
<th>RI</th>
<th>VoI</th>
<th>GCE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flower</td>
<td>17.1785</td>
<td>0.9367</td>
<td>0.2079</td>
<td>0</td>
</tr>
<tr>
<td>Airplane</td>
<td>12.6525</td>
<td>0.9566</td>
<td>0.1536</td>
<td>0</td>
</tr>
<tr>
<td>Kid</td>
<td>13.8960</td>
<td>0.9496</td>
<td>0.1732</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 2. PSNR, RI, VoI and GCE values calculated for Region Growing algorithm

<table>
<thead>
<tr>
<th>Test Image</th>
<th>PSNR</th>
<th>RI</th>
<th>VoI</th>
<th>GCE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flower</td>
<td>56.0955</td>
<td>0.7690</td>
<td>0.6987</td>
<td>0.0633</td>
</tr>
<tr>
<td>Airplane</td>
<td>60.0042</td>
<td>0.8710</td>
<td>0.4581</td>
<td>0.0429</td>
</tr>
<tr>
<td>Kid</td>
<td>57.2841</td>
<td>0.5001</td>
<td>1.1724</td>
<td>0.0504</td>
</tr>
</tbody>
</table>

Table 3. PSNR, RI, VoI and GCE values calculated for Watershed algorithm

<table>
<thead>
<tr>
<th>Test Image</th>
<th>PSNR</th>
<th>RI</th>
<th>VoI</th>
<th>GCE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flower</td>
<td>56.2281</td>
<td>0.9367</td>
<td>0.2079</td>
<td>0</td>
</tr>
<tr>
<td>Airplane</td>
<td>59.3651</td>
<td>0.9566</td>
<td>0.1536</td>
<td>0</td>
</tr>
<tr>
<td>Kid</td>
<td>46.9179</td>
<td>0.3208</td>
<td>2.1163</td>
<td>0.0501</td>
</tr>
</tbody>
</table>

Table 4. Comparative analysis of FCM, Region growing and Watershed algorithm on three images (average value of parameters), bold values represent highest, italic second highest value.

<table>
<thead>
<tr>
<th></th>
<th>FCM</th>
<th>Region Growing</th>
<th>Watershed</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSNR</td>
<td>14.5757</td>
<td><strong>57.7946</strong></td>
<td>54.1704</td>
</tr>
<tr>
<td>RI</td>
<td><strong>0.9477</strong></td>
<td>0.7134</td>
<td>0.7380</td>
</tr>
<tr>
<td>VoI</td>
<td><strong>0.1782</strong></td>
<td>0.7764</td>
<td>0.8259</td>
</tr>
<tr>
<td>GCE</td>
<td>0</td>
<td>0.0522</td>
<td><strong>0.0167</strong></td>
</tr>
</tbody>
</table>
Figure 4. Illustration of PSNR and RI values for FCM, Region growing and Watershed algorithm.
IV. CONCLUSION

Three image segmentation algorithms namely FCM, region growing and watershed are discussed and their segmentation results are evaluated using four quantitative measures. Comparative analysis shows that region growing algorithm has more de-noising capability with highest PSNR value. Measures suitable for evaluating FCM algorithm are Rand Index (RI), Vol and GCE, where GCE (Global Consistency Error) for FCM is zero indicating better segmentation result. Also PSNR is suitable for evaluating Watershed algorithm. Thus, different image segmentation algorithm can be evaluated with suitable performance metric based on its application.

Figure 5. Illustration of VoI and GCE values for FCM, Region growing and Watershed algorithm
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Abstract:
People interact with computer using devices that have been created to serve a specific purpose. For generations, humans are fascinated about the idea of communicating with machines through devices that can peer into person’s mind. Such idea motivated to the recent advancements in the field of artificial intelligence and cognitive neuroscience to provide the ability to interact with machine through brain. The proposed work is an Electroencephalography (EEG) based biomedical signal processing system to perform computer operations by manipulating the brain activity. The users have to explicitly manipulate the brain activity to produce signals that can be used to operate the computer. The brain waves are obtained with the help of scalp electrodes. EEG signals collected are then processed to interpret the command and execute the desired task. The real time implementation requires training the computer according to one’s thoughts and actions through neural networks.

Keywords: Artificial Intelligence, Cognitive Neuroscience, Electroencephalography, Biomedical signal processing, Scalp electrodes, Neural Networks.

I. INTRODUCTION

Human-Computer Interface (HCI) allow human to work in conjunction with machine. Some of the HCI devices like EON mirror and Kinect work on the basis of gesture recognition and the most popularly used touch screen devices require tactile input. In the proposed work, brain thoughts are monitored to handle a machine making it narrower and specific to Brain-Computer Interface (BCI) from the broader Human-Computer Interaction (HCI). The researchers in BCI recognize the need for system, that makes BCI more user-friendly, real-time, manageable and more suitable for all people, expanding its region of use with clinical patients and those who are physically challenged.

The Electroencephalography (EEG) signals are generated in the brain through the voltage difference of ions moving through the neurons. EEG signals are nothing but the brain activity in the form of electro-voltaic waves. Originally, the signals were used for monitoring the brain activity of the patients. Later on, it advanced to place its footprints in BCI.

Several systems use EEG signals to identify the person, provides an aid to disabled people and there are a quantity of systems which beat the idea of the previous two, allowing gamers to use it beneficially to bag high scores according to their focusing level. Very little work has been done in this area, focusing more on medical purposes, not on overall computer operation. People wonder why to constrict the use of BCI only to particular purpose and why not for all the operations that can be done with a computer. The proposal is to insist on the use of brain thoughts as input to the Computer to operate it in a more efficient and easier manner.

The proposed system provides an alternative to other input devices, because the brain thoughts of the user are taken as input to the computer. The inputs are in form of EEG signals which are processed and then introduced to artificial neural network (ANN). ANN is a machine learning approach which replicates human brain and contains a number of artificial neurons. It increases the privacy and security of the user thus making the system more responsible to the authenticated person and resistive to the impostor.

II. EXISTING SYSTEMS

EEG signals are recommended to use by the BCI researchers to lift the ease of operating a system in various regards. Kusuma Mohanachandra and the group have used EEG signals in Brain Computer Interface as a new modality for Person Authentication and develop a screen lock application [1] that will lock and unlock the computer screen at the users will. The brain waves of the person, recorded in real time are used as password to unlock the screen. Use of EEG signals in BCI makes it more secure as nobody knows what the user is thinking of. It provides more privacy that convinces you to use it for authentication. Even though there are already graphical and click - based passwords, use of EEG in authenticating a person is a step ahead in providing security. S´ebastien Marcel created a statistical framework that has also been created based on Gaussian Mixture Models and Maximum A Posteriori model adaptation [2], successfully applied to speaker and face authentication. Using EEG signals eliminates the possibilities of occurrence of should surfing and other password cracking attacks. It allows the user to be trained to work with the authentication system and then be tested for the identity. The system they implemented also improves incremental learning. But the problem is hours of training are needed for both authentications.
Katherine developed a system to identify people using EEG signals generated during their imagined speech [3]. With the help of the model, subjects are identifiable to 99.76% accuracy. But, there are chances that people can’t imagine their speech with the same characteristics every time. Cheng He suggested an idea of user authentication with more accuracy and robustness [4] using EEG signals. He addressed two major problems associated with EEG biometrics. One is that the large EEG features size and the relatively limited EEG data size, make it difficult to train a robust model; the other is that the signals from EEG scalp may not be reliable in many situations.

As an attempt to make physically challenged people more independent. Jonathan and his crew used EEG signals to aid them to control their movement. A restoring function is provided to those with motor impairments providing the brain with a new, non-muscular communication and control channel [5], a direct brain–computer interface (BCI) for conveying messages and commands to the external world. Joseph developed a mobile imaging approach [6] that provides a tight coupling between human physical structure with cognitive processing and the role of supraspinal activity during control of human stance and locomotion.

Apart from the above works, researcher I-Jan Wang developed a wearable, wireless EEG-based headset [7] to win the shot in gaming, monitoring the focusing level of the user using the EEG signals. Chin-Teng Lin eliminated the use of conduction gel required by the use of foam based dry electrodes [8] instead of ordinary wet-scapal sensors that is used normally, to reduce the skin-electrode contact impedance. Qiang Wang has proposed Neuro-feedback games [9] and design algorithms to implement the 2D and 3D concentration games. Neuro-feedback games are assessed by the healing effect of ADHD (Attention Deficit Hyperactivity Disorder) with significant EEG distortion.

From a thorough investigation on BCI researches, the following limitations are spotted out in the current BCI systems. The BCI systems which are in use today are developed in such a way that they can serve only a specific purpose. Because of the fact that only an intended purpose can be served with the help of existing system, the role of devices that are used for interacting with computer cannot be avoided completely. EEG headset is needed in addition to already connected traditional interacting devices. The user may find it difficult to deal with multiple interacting devices simultaneously. There are possibilities that the user may get bored by performing the same kind of action all the time.

### III. PROPOSED SYSTEM

The system proposed will create a new generation in BCI which eliminates the need for any assisting devices to operate a computer. Using this system, computer can be operated with the help of our thoughts. All the system needs as input is the user’s brain waves which are the results of some brain activity i.e. thoughts. The brain waves of the user are collected in the form of Electroencephalography (EEG) signals that can be processed further in MATLAB. The EEG signal of the user is used as input to computer; it lifts the privacy of the user to a superior level.

The pattern of collected signal is to be analyzed and the features are to be extracted. Before feature extraction, the collected signal must be amplified so that it would be easier to extract features without any error or loss of information. After the signal strength is boosted up, the artifacts in the signal must be detected and removed.

The refined EEG signal is then processed to extract features which help to identify the command of the user. For the identification of the command, one must classify the signal to its corresponding output. The most important step is to create a model of the neural system of the user’s brain. The neural network must undergo training in order to understand the user’s thoughts and other brain activities. With the help of back propagation algorithm [11] the training of neural networks is done. Once the command is interpreted from the signal, the logic corresponding to implement the command is executed to perform the intended task. The real-time implementation is entirely based on how the training is done and how quick the system can identify the command that is needed to be executed.

#### 1.1. Advantages of Proposed System

Many physically challenged people have a necessity to use computers every day. It is obvious that these people will face difficulty in interacting with the computer. The system proposed helps the physically challenged people to work with computer in a much easier way. The system has been designed to reduce the fatigue of normal computer users while having to deal with various external devices attached to the computer, in order to operate it. The idea used in the proposed system enhances the resistivity of the system to inexperienced users and reduces the operational difficulty faced by the computer users. Hereby, with the use of proposed system, we can provide an alternative approach to handle a computer in the absence of traditional devices like mouse, keyboard.
IV. SYSTEM IMPLEMENTATION

The proposed system consists of four different parts that are needed to be implemented. Figure 2 shows what are process are needed to be implemented for our system to work.

1.2. Signal Acquisition

Signal acquisition involves collecting the electroencephalography signals generated in the human brain. EEG signals are generated due to the electrical activity on the brain scalp. Under the human scalp, there is a flow of ions through the neuron network that occurs due to user’s thoughts and actions. The voltage fluctuations due to the ionic current in the neural network of human brain are recorded as EEG signal. EEG signals can be recorded in two ways: one is through surgical procedure and other is done by scalp electrodes. The most preferred is the second method in which an EEG headset is used to gather brain waves of the user. EEG signals are nothing but voltage fluctuations that occur due to brain activity.

The user has to place the headset on the scalps in order to record the EEG signals. EEG headsets are designed by integrating 16 highly sensitive sensors in such a way that it senses the voltage fluctuations in the human scalp. The electrodes in the headset are to be placed in the standard positions [10] as prescribed by International 10-20 system. International 10-20 system is the internationally accepted idea of location specification of the electrodes to obtain the EEG signals generated in the human brain. The “10” and “20” refer to the fact that the actual distance between the electrodes placed on the scalp are 10% or 20% of the total front-back or left-right distance of the skull. Before placing the sensors on the scalp, it is advised to apply conductive gel in order to reduce the electrode-scalp impedance.

Figure 3. Standard location of sensors as per International 10-20 system
EEG signals have Gamma, Alpha, Beta, Theta and Delta wave patterns. Alpha waves are generated when the user is in a state of physical and mental relaxation and completely aware of what is happening around. Beta waves are emitted when the person feels agitated, stressed or afraid whereas theta waves get emitted during reduced consciousness of the subject. And delta waves are generated during deep sleep or unconsciousness. Alpha waves are used to implement the proposed system. During the recording of the signals, sometimes the amplitude of the signal reaches an observable length. The observable peak is called as Event Related Potential (ERP). The ERP defines that an event has occurred in brain or a thought has been generated in the brain. The most used is the P300, where the EEG signal peak reaches after 300 milliseconds after the event has occurred.

1.3. Signal Handling

The signal acquired from brain is very weak (about 30 – 100 µV). Hence it is necessary to amplify this signal before processing. Signals from the EEG headset are amplified using EEG amplifier kit. Amplifying is just boosting up the strength of the signal. Amplifiers are used to amplify the signals i.e. to improve the strength of the signal and can reduce the noise present in the signal. EEG 100C amplifier is an Electroencephalogram amplifier that amplifies bio-electric potentials associated with neural activity of the brain. The output delivered by the amplifier can be switched between normal EEG output and Alpha wave detection. The amplifier used to amplify EEG signals is voltage amplifier since these signals are measured in voltage potentials. Voltage amplifiers are commonly available type of amplifier which amplifies input voltage to a larger output voltage. The input impedance of amplifier is high whereas the output impedance is low.

The EEG data is usually mixed with huge amounts of useless data produced by physiological artifacts that masks the EEG signals. Artifacts are signals that are recorded by an EEG headset, but are not of cerebral origin i.e. those are not generated due to brain activity. In most cases, the amplitude of artifacts is more than the amplitude of EEG signals. Hence, there are chances that artifacts can suppress significant features from EEG. Artifacts may be physiological (generated from the person) or non-physiological (generated from the environment or equipment). Common artifacts may include power-line artifact, eye blinking, eye movement, respiratory artifact, electrode popping, sweat artifact or due to breakage of electrode. AAR (Automatic Artifact Removal) [12] automatically removes artifacts from EEG data based on blind source separation and other various algorithms. The AAR toolbox is implemented as an EEGLAB plug-in in MATLAB and was used to process our EEG data subset on two stages: Electrooculography (EOG) removal using the Blind Source Separation (BSS) algorithm then Electromyography (EMG) removal using the same algorithm.

After artifact detection and removal, the signal is processed by Fast Fourier Transform (FFT). FFT is used to eliminate all the unnecessary altering signals in the brain wave i.e. EEG signal. The FFT is applied to the signal and its amplitude is used for further process.

\[
DFT(FFT) : \quad X(k) = \sum_{n=0}^{N-1} x(n) \cdot e^{-j \frac{2\pi}{N} nk} \quad (k = 0, 1, \ldots, N-1)
\]

\[
IDFT(IFFT) : \quad x(n) = \frac{1}{N} \sum_{k=0}^{N-1} X(k) \cdot e^{j \frac{2\pi}{N} nk} \quad (n = 0, 1, \ldots, N-1)
\]

**Figure 4. FFT and its inverse**

where \(x(n)\) is the input signal values and \(e\) is an exponential constant. The above method helps to retain the range of the signal, now we need to normalize it. A simple sampling theorem has been used to normalize the signal. Based on the information needed to be retained and those afforded to be lost, sampling frequency must be chosen.

\[
f_s \geq 2 f_m
\]

where \(f_s\) – Sampling frequency and \(f_m\) – frequency of the modulating signal. It is recommended to set the sampling frequency equal to Nyquist rate. Nyquist rate is the minimum frequency at which the signal is to be sampled to avoid any loss of information.

\[
f_s = 2 f_m
\]

After sampling, the samples are to be quantized i.e. the samples are rounded-off to the nearest amplitude value.
1.4. Command Interpretation

Interpretation of commands in the system is done by the neural network, which is a type of signal classifier. The neural network is specified by the neuron model, architecture, and learning algorithm. The network must be trained and should be able to behave correctly on new instances of learning tasks. A neuron is a basic information processing unit. The architecture is linked with the learning algorithm used for training the system.

Multilayer perceptron is the type of neural network consists of an input layer, possibly a number of hidden layer, and one output layer. The output of each node in one layer connects to the input of the next layer, but not within the same layer.

Neurons are also referred to as nodes, and the lines between the nodes are called synapses. The inspiration comes from the human brain but it is a simplified version. Each neuron consists of weights, adder functions that adds all the weights and activation function which is used to limiting amplitude of the output. The boundless strength with neural networks is that they are flexible, if given the right setup.

Neural networks needs to be trained before it can be used. In case of supervised learning, training sets with sample input and the resultant output are given to the network, and then an algorithm alter the weights of the synapses so that it can map valid input to correct output. A very common algorithm for this is the back-propagation algorithm.

1.4.1. Back-propagation Algorithm

The training is done using back-propagation algorithm. The algorithm searches for the weight and this can be found with the help of error value during training set. The weight is defined as the strength of connection between two nodes. If the error value is minimum compared to the previous values, then that corresponding weight value is found. Training sets are given to the algorithm which defines what user want the network to do and changes on network’s weights so that, when training is finished, it will give you the required output for a particular input. Back propagation networks are ideal for simple Pattern Recognition and Mapping Tasks.

The training begins with the network, first initialised by setting up all its weights to be small random numbers say between –1 and +1. Next, the input pattern is applied and the output calculated (this is called the forward pass). The calculation gives an output which is completely different to what user wants (Target), since all the weights are random. Then calculate the Error of each neuron, which is essentially: Target – Actual Output (i.e. What user wants – What user actually got). The error value is then used mathematically to change the weights in such a way that the error gets smaller. In other words, the Output of each neuron will get closer to its Target (this part is called the reverse pass). The process is repeated again and again until the error is minimal. The pseudo code for the algorithm is given below:

```
Initialize the weights;
while stopping criterion has reached do
    for all example e training set do
        O = actual, output (network, e); //propagate forward
        T = wanted output for e
        Calculate error (T - O) at each neuron in the output layer
        Compute Mean Squared Error value; //propagate backward
        Compute update weight for all weights
        Update all the weights in the network such that
            Sum-squared value of error is minimized
    end for
end while
```
The Mean Squared Error (MSE) value is calculated and forms the performance index. This value reflects the effectiveness of the training done so far. The stopping criterion could either be when the MSE has reached an acceptable limit, or when the number of training cycles is attained. Once the correct signal is identified, the logic representing the particular command for that signal has to be identified. The command intended to perform is opening a notepad. During training, first as a baseline the user is asked to be in a meditated and relaxed state. For execution of the command, the user is asked to solve a math question and accordingly the training is done and that action is entitled to that operation to open the notepad. Now to test whether the system works, the user is made to solve a math question. Then after recording and processing of the EEG signal, enters to the neural network where the command is identified. The logic that perfectly matches with the command has to be compiled and the intended task will be performed.

V. Conclusion

The evolution of BCI has brought up a revolution in the current technical era. The system proposed has a necessity to provide initial training to the system. Because, the system have to identify which action equals to the desired command. Commands are completely action specific i.e. the imagination of a particular action by the user. In future, the system must be modified in such a way that it can respond to the user commands automatically eliminating the need to train the systems regarding the command specification. People may have like thoughts but not completely same thoughts. Hence, using thoughts of a person for intermingling with a computer can augment the security. Also, the uniqueness of thoughts among a vast population of people would boost up privacy of the user. The biggest challenge in the proposed work is not just the implementation of the system but the training of the neural network. The system is perfect for handicapped people who find difficulties in using the system. Brain-wave computing will indeed be a new alternative for manual work needed to control the system.
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Abstract:

eXtensible Markup Language (XML) is widely used for data exchange between networks and it is also used for publishing data on web. Identifying and eliminating the duplicates has become one of the challenging tasks in the area of Customer Relationship Management and catalogue integration. In this paper a hybrid technique is used for detecting duplicates in hierarchically structured XML data. Most aggressive machine learning techniques is used to derive the conditional probabilities for all new structure entered. A method known as binning technique is used to convert the outputs of support vector machine classifiers into accurate posterior probabilities. To improve the rate of duplicate detection network pruning is also employed. Through experimental analysis it is shown that the proposed work yields a high rate of duplicates thereby achieving an improvement in the value of precision. This method outperforms other duplicate detection solution in terms of effectiveness.
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1. Introduction

eXtensible Markup Language (XML) is widely used in most of the business applications to exchange data within the network and it is also used for publishing data on web. Most of the time XML data comes with errors and inconsistencies inherent in the real world data. It is necessary to ensure the quality of data published on web as it is created from distributed and heterogeneous data source. Data quality however can be compromised by different types of errors, which can have various origins [1].

Identifying and eliminating duplicates has become one of the challenging tasks as the data may not look exactly similar. Now a day’s data’s are given different representation as a result identifying different representation of the same entity turn out to be a problem in the field of duplicate detection. It is essential to use a correct matching strategy for identifying if they refer to the same real world entity or not.

Due to the extensive applications in various fields, duplicate detection has been studied profoundly for data stored in relational tables. While detecting duplicates in relational structure the tuples are compared and their similarity scores are computed based on their attribute values. In most cases, it omits some of the data’s as foreign keys are used to connect tables. Many algorithms where developed which considered hierarchical and semi structured data [2] [3] [4] [5].

Both the figures represent the same publication details. The main difference between figures is the way in which they are represented. In both the figures nodes are labeled by their XML tag name. Leaf elements have text node which stores the actual data. Ven1 and aut1 are child nodes which in turn act as parent node for vname1, vname2, vol1 and name1, id respectively. The objective of duplicate detection is to efficiently prove that both the publication depicted in the figures in different format is identical despite of their structure.
A hierarchical representation of XML data is shown in the Fig. 1. The elements are represented in different format and they differ from each other in the way they are structured.

**Contribution**-In this paper a supervised machine learning algorithm known as SVM is used for deriving conditional probabilities. A method known as binning is used to convert the output of SVM into an accurate posterior probability \[6\] [7]. To obtain a better result in terms of effectiveness a network pruning [8] is applied. Unlike other works the main aim is to improve the performance of detecting duplicates of differently structured hierarchical data. In this paper performance is evaluated by comparing the recall and precision values of XMLDup and Dogmatix with the proposed hybrid method using SVM.

**Layout** -This paper is organized as follows: Section 2 presents the related work. Section 3 summarizes the hybrid methodology. Section 4 describes the experimental setup and result analysis. Finally, section 5 concludes the work and presents a suggestion for future work.

### 2. Related Works

In this section various duplicate detection algorithms and techniques are explained.

Delphi [9] is used to identify duplicates in data warehouse which is hierarchically organized in a table. It doesn’t compare all pairs of tuples in the hierarchy as it evaluates the outermost layer first and then proceeds to the innermost layer.

D. Milano et.al. [5] suggested a method for measuring the distance of each XML data with one another, known as structure aware XML distance. Using the edit distance measure, similarity measure can be evaluated. This method compares only a portion of XML data tree whose structure is similar nature.

M. Weis et.al [2] proposed Dogmatix framework which comprises of three main steps: candidate definition, duplicate definition and duplicate detection. Dogmatix compares XML elements based on the similarity of their parents, children and structure. It also takes into account difference of the compared elements.

A novel method, XMLDup [3] is used for detecting fuzzy duplicates in hierarchical and semi structured XML data which considers the duplicate status of children and probability of the descendants being duplicates. Probabilities are derived efficiently using a Bayesian Network, which helps in determining the duplicates in XML data.

Network pruning [8] was the extension of XMLDup which was proposed to accelerate the Bayesian network evaluation time. In network pruning, a threshold is given and only those object pairs incapable of reaching the threshold was discarded. Proposed paper made a difference with this paper in the sense different structures are considered and conditional probability is estimated using SVM.
3. XML Duplicate Detection

The main goal of duplicate detection in XML data is to identify the XML element which represents the same real world entity. An XML document is considered as duplicates not only based on their structure but also on the way in which contents are represented. Each node is considered as duplicates based on their probability values. If estimated probability is above a given threshold value then it is considered as duplicate.

Figure 2 Overview of duplicate detection

Figure 2 show the overview of detecting duplicates in XML data using the support vector machine classifier and network pruning.

3.1 Deriving Conditional Probabilities Using SVM

A XML document is considered as duplicates based on the conditional probability. Using SVM probabilities of different structure can be calculated efficiently. While applying SVM, conditional probability is obtained as the output which is converted into an accurate posterior probability using binning [10], [11].

While using SVM, the dataset was divided into two: training and testing sets. SVMs learn a decision boundary between two classes by mapping the training examples onto a higher dimensional space and then determining the best separating hyper plane between those spaces [10]. Given a test example ‘x’, the SVM outputs a score that measures the distance of ‘x’ from the separating hyper plane. The sign of the score indicates
to which class \( j \) example \( \langle x \rangle \) belongs, where \( j = \{1, 0\} \). The obtained score has to be converted into an accurate posterior conditional probability. For the conversion purpose a histogram technique known as binning is used.

In the figures given above node pub1 is considered as duplicates only when its child node and value node are duplicates. A child node is considered as duplicates only when their value nodes are duplicates. In short a node is considered as duplicates only when all its child node and value nodes are duplicates.

Four conditional probabilities are stated below from \cite{8}:

Conditional Probability 1 (CP1): the probability of values of a node being duplicates depends on three factors: 1) all the individual value nodes are duplicates 2) all the individual value nodes are not duplicates and 3) some of the value nodes are duplicates based on the threshold value. From the examples if id, title, vname’s, vol, name are duplicates then the pub1 nodes are duplicates otherwise if all the nodes are non-duplicates then pub1 is considered as non-duplicates. If only some nodes are duplicates, then duplicate probability is based on a given value ‘a’.

Conditional Probability 2 (CP2): the probability of a children node being duplicates, given that each individual pair of children is duplicates. Aut1 and ven1 are duplicates only if their child nodes are duplicates.

Conditional Probability 3 (CP3): the probabilities of two nodes are duplicates given that their values and children are duplicates. Pub1 are duplicates only if both the children node ven1 and aut1 are duplicates and the value node id and title are duplicates.

Conditional Probability 4 (CP4): the probability of a set of nodes of the same type being duplicates given that each pair of individual nodes in the sets is duplicates.

Using SVM probability of a node being duplicate or non – duplicate can be determined easily. SVM first evaluate the probability of the parent node being duplicates. If there is a probability for parent node to be duplicates then the corresponding probability of the child node and value node being duplicates are evaluated. If there is probability of the child and value node to be duplicates then then the parent node is considered as duplicates.

After all the conditional probabilities have been derived binning is used to convert the conditional probability to accurate posterior conditional probability. In binning method the training instances are first ranked according to their scores. Then the process continues by dividing the instance into ‘n’ subsets of equal size. The corresponding estimated probability \( P(j|x) \) is the portion of training instances that actually fit to the class that has been predicted for the test example \cite{6}.

### 3.2 Network Pruning

An algorithm proposed in \cite{8} is used to prune the non-duplicate node that doesn’t cross the threshold value. The algorithm takes a node \( N \) and if the node probability score falls above a given threshold value then it is considered as duplicates otherwise that node is discarded. Higher the similarity score there are more chances of missing out the duplicate pairs. By lowering the similarity score network can be evaluated faster as there are more chances of crossing the threshold value easily. Even though network can be evaluated faster there are chances of missing out duplicates which can be considered as a disadvantage.

### 4. Experimental Setup and Result Discussion

This section gives a brief description about the experiments performed using the dataset. The same dataset which was used \cite{8} are taken for the process of duplicate detection. The experimental evaluation was performed on Cora dataset.

Experiments were performed to compare the effectiveness of the hybrid method using SVM with XMLDup and Dogmatix. To measure the effectiveness of the proposed method two parameters are used: recall and precision.

\[
\text{Precision} = \frac{tp}{tp+fp} \quad (4.1)
\]

\[
\text{Recall} = \frac{tp}{tp+fn} \quad (4.2)
\]

where, \( tp(\text{true positive}) \) is correctly identified duplicates, \( fp(\text{false positive}) \) is number of non-duplicate nodes which are identified as duplicates and \( fn(\text{false negative}) \) are the number of duplicates nodes identified as non-duplicates.

The experimental assessment was performed on an intel core i5 CPU at 2.67GHz with a 4Gb RAM. It is fully implemented in Microsoft Visual Studio.

To measure the effectiveness of the proposed method it is compared with XMLDup and Dogmatix.
Figure 3 Comparison of results of XMLDup and hybrid method using SVM using Cora dataset.

Figure 4 Comparison of results of Dogmatix and hybrid method using SVM using Cora dataset.

Figure 3 and Figure 4 represents the comparison result for XMLDup, Dogmatix and proposed method using SVM representing the recall and precision values for the dataset Cora. The proposed approach shows a better result compared to other algorithms.

Table 1 Recall and precision values for various pruning factor

<table>
<thead>
<tr>
<th>Pruning factor</th>
<th>SVM</th>
<th>XMLDup</th>
<th>DOGMATIX</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>r</td>
<td>p</td>
<td>r</td>
</tr>
<tr>
<td>0.4</td>
<td>75</td>
<td>99</td>
<td>98</td>
</tr>
<tr>
<td>0.5</td>
<td>75</td>
<td>99</td>
<td>98</td>
</tr>
<tr>
<td>0.6</td>
<td>75</td>
<td>99</td>
<td>99</td>
</tr>
<tr>
<td>0.7</td>
<td>82</td>
<td>100</td>
<td>99</td>
</tr>
<tr>
<td>0.8</td>
<td>82</td>
<td>100</td>
<td>99</td>
</tr>
<tr>
<td>0.9</td>
<td>82</td>
<td>100</td>
<td>99</td>
</tr>
<tr>
<td>1.0</td>
<td>82</td>
<td>100</td>
<td>99</td>
</tr>
</tbody>
</table>

The table which is shown above gives a detailed view about the performance of various algorithms based on different pruning factor. While using SVM it shows a high value of precision compared to other algorithms even though the recall value is low.

5. Conclusion

In this paper, a machine learning algorithm known as SVM is proposed for deriving conditional probabilities for the detection of duplicates and a technique known as binning is used to convert the output of SVM to an accurate posterior probability. Estimating the probability using SVM increases the rate of duplicate detection. SVM not only consider contents but it also takes into account XML objects with different structures. The proposed method achieves an improvement in the value of precision on different structured data.
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ABSTRACT:
Cloud servers is a model for enabling convenient, on-demand network access to a shared pool of configurable server resources (networks, memory, storage, cpu, applications, and services) that can be rapidly provisioned and released with minimal management effort or cloud service provider interaction. The Cloud servers models offers the promise of massive cost savings combined with increased IT agility due to pay per consume. However, this technology challenges many traditional approaches to hosting provider and enterprise application design and management. Cloud servers are currently being used; however, data security cited as major barriers to adoption in cloud storage. Users can store data and used on demand or for the applications without keeping any local copy of the data. Users can able to upload data on cloud storage without worrying about to check or verify integrity. Hence integrity auditing for cloud data is more important task to ensure users data integrity. To do this user can resort the TPA (Third Party Auditor) to check the data on the cloud storage. TPA is the expertise and having knowledge and capabilities which users can unable to check. TPA audit the integrity of all files stored on the cloud storage on behalf of users and inform the results. Users should consider auditing process will not cause any vulnerability against the users data also ensures integrity auditing will not cause any resources problem.
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I. INTRODUCTION
Integrity auditing is something you need to have on cloud storage. Different threats imagine a hacker placing a backdoor on storage using applications; modify files, change permissions, or changing your order form to email him a copy of everyone's credit card and other information while leaving it appear to be functionally normally without any problem. By auditing process and setting up convenient period scan reporting, this notifies user within hours of when any file was changed, modified, added or removed. It also helps establish an audit trail in the event cloud storage is compromised. Cloud servers has been envisioned as the next-generation information technology (IT) architecture for government, research, and industry, due to configurable server resources and long list of advantages: on-demand self-service, dynamic resources allocation, Auto-Scaling technology, fast, secure, ubiquitous network access, location independent, resource elasticity, pay per consume, higher uptime and transference of risk [14].

Cloud Computing is remodeling the very nature of how businesses use information technology. One elementary side of this paradigm shifting is that data is being centralized or outsourced to the Cloud server. From users’ perspective, including both user and enterprises, uploading data to the cloud server in a flexible on-demand manner brings appealing benefits: relief of the burden for storage and security management, global data access with independent geographical locations, and saving of capital expenditure on security [13], hardware resources and maintenance, etc. whereas Cloud storage makes these features more appealing than ever, it also brings new security vulnerability towards users’ data. As a result, the integrity of the data in the cloud is being put at risk due to the different reasons. Although the infrastructures under the cloud provider are much more powerful and secure than local computing devices, they are still facing the different internal and external threats for data integrity. Secondly, there do exist various motivations for hosting provider to behave unfaithfully towards the cloud users regarding the status of their remote data. In short, although outsourcing data to the cloud servers is economically attractive for long-term huge data storage, cloud service provider does not provide any guarantee on data integrity and security. This drawback, if not properly addressed, could impede the successful deployment of the cloud server’s design. As users data on remote storage, traditional cryptographic primitives for the purpose of data security protection cannot be adopted [10] directly specifically, downloading data on native system for its integrity verification is not a practical solution due to the transmission cost across the network and security reasons. Considering the large size of the outsourced data store and the user’s constrained resources capability, the work of auditing the data correctness in a cloud server environment can be expensive for the cloud server users [7], [9]. Moreover, the overhead of using cloud server storage should be minimized as much as possible, such that cloud user does not need to perform huge operations to use the cloud server data. For example, it is desirable that cloud users do not need to worry about the need to verify the integrity of the data before or after the data retrieval. Besides, there may be multiple user’s accesses the same cloud storage for different purpose and applications, say in an enterprise setting.
To make it ensure the data integrity and minimize the cloud server computation resources as well as online burden on cloud users’, it is of critical importance to enable public auditing process for cloud data storage, so that cloud users may resort to an independent third party auditor (TPA) to audit the data stored on the cloud storage whenever necessary. The TPA, who has knowledge and capabilities that users do not, can check the data integrity of all the data stored in the cloud periodically on behalf of the cloud users, which provides a much more easier and affordable way for the users to ensure their cloud data storage integrity. Moreover, in addition to help users to evaluate the risk of their subscribed cloud data services, the audit result obtained from TPA would also be beneficial for the CSP or hosting provider to improve their security related to storage platform. In a word, auditing services will play an important role for this cloud economy to become fully established; where users will need ways to assess risk and gain trust in the cloud service provider or cloud storage. Currently, the notion of public auditability has been proposed in the context of ensuring remotely stored data integrity under different system and security models [8], [9], [10], [11], [12].

Auditability process allows a third party, in addition to the user himself, to verify the integrity of remotely stored cloud data. However, most of these schemes [8], [9], [11] do not consider the privacy protection of users’ data against external auditors. Indeed, TPA may potentially reveal user data information to the auditors. This severe drawback greatly affects the security of these protocols in Cloud storage. From the perspective of protecting data privacy and integrity, the users, who own the data on cloud server and rely on TPA auditing process just for the storage security and integrity of their data, do not want TPA auditing process introducing new vulnerabilities of unauthorized data leakage towards their data security [12].

Also there are some legal regulations on outsourced data that is, data not to be leaked to external parties. Without properly designed auditing protocols, encryption itself cannot prevent data from “flowing away” towards TPA during the public auditing process. The reason, it does not completely solve the problem of protecting data privacy from external parties but just reduces it to the key management. Vulnerability of unauthorized data leakage still remains a problem due to the potential exposure of decryption keys. Therefore, how to enable an auditing protocol keeping data private, independent to data encryption is the problem I am going to tackle in this paper.

II. PROBLEM STATEMENT

The system model I have considered cloud data storage or files storage involving three different entities. As illustrated in figure 1 [1], the cloud users who store the huge amounts of data in the form of files on the cloud storage. Files may be in different types such as binary files, data files, logs files, hidden files. The cloud servers, which fully managed by the hosting or cloud service provider for the data storage space and different resources like network connection, backup facilities and different level security. Third entity is TPA (Third Party Auditor) having expertise and knowledge of integrity auditing process.

Cloud service provider is responsible for storage management, maintenance, scalable, pay per consume, location independent, higher availability and low cost data storage. Users upload and download data dynamically from storage space on the cloud server for its own application purpose. Users always need to ensure, data stored on the server is correct and maintained properly. To avoid computational resources and ensure data integrity and security users resort to TPA to audit the data on behalf of user on cloud server.

User’s data could be hack, modified or changed by internal or external entities. It may includes software bugs, backdoors in different applications, outdated applications versions, plug-in, themes, templates, bugs in system or economically motivated hackers, malicious code and different upload forms. Cloud servers always provide better security but due to different integrity threats towards data like vulnerable functions used in application, outdated applications versions, plugins, themes, templates, bugs in system backdoors in application, applications from the untrusted sources which come with preloaded outdoors, hardware failure, network issue there is changes of data loss. Cloud service provider always try to hide these details from users to their own benefits as well as maintain industry reputation the reason cloud users cannot completely trust on the cloud service provider. With the help of auditing procedure user can gain trust as well as audit his data more efficiently.
III. PROPOSED WORK

This section presents integrity auditing scheme which provides a complete outsourcing solution of data. After introducing notations considered and brief preliminaries, I have started from an overview of proposed Integrity auditing scheme. Then, I am presenting main scheme and show how to extent proposed scheme to support integrity auditing for the TPA upon delegations from multiple users. Finally, I have proposed how to generalize integrity auditing keeping data privacy scheme and its support of dynamic data. Figure 2 illustrate the overview of integrity auditing structure.

---

**Figure 2. Integrity auditing block diagram**

---

**Figure 3. Auditing protocol**
IV. IMPLEMENTATION DETAILS

4.1 Mathematical Model

S={x, e, i, o, f, DD, NDD, success, failure}

Let S be the solution perspective of the class
x= Initial state of the class Initialize ()
x= {Initialize ()} sets the default values for all variables.
Input i = (I1, I2)
I1= {U} V} F} σ} 
DD=deterministic data it helps identifying the load store functions or assignment functions.
NDD=Non deterministic data of the system S to be solved.
Success-desired outcome generated.
Failure-Desired outcome not generated or forced exit due to system error.

Set of ‘k’ cloud Users U= {u1, u2, u3, ....... uκ}
Set of ‘m’ cloud servers V= {v1, v2, v3, ....... vm}
Set of files on cloud storage F= {f1, f2, f3, ....... fn}
Set of file tags σi= {f+p+n+u+g+s+acl+b+selinux+md5+sha256}, i ϵ (1, n)
p= File permissions, t= File type, i= File Inode number
u= File User ID, g= File Group ID, s= File Size
b= File Block count, m= File Modified time
a= File Access Time (when the file was last read, c= is the inode change time, n= Number of links For file
S= Check for growing size, md5: md5 hash, shal= shal hash, f = File name, I= Initial Values in Database, N = Interval of auditing process , M = New Value database, LI= List Of files, ST= Detail info of modified files, Set of file tags σ calculated based on the file types, γ= directory path , α = query v=cloud IP address, β= set of results μ= consist of file stats.

[ Data DATA = f+p+n+u+g+s+acl+b+selinux+md5+sha256 ]
[ Growing files GROW=p+u+g+i+n+S+acl+selinux ] [ Password and shadow files IMP =A+sha256 ]
[ Binary and Configuration files, FIXF =A+sha256 ] [ Hidden file PERM = p+u+g+i+acl+selinux ]
[ Directories DIR = p+n+i+u+g+acl+ selinux ]

Where A= p + n + i + u + g + b + s + m + c + acl + selinux + md5 H=shal+sha256+sha512

4.1.1 Initialize ()

TPA send Query initialize() 
α = (γ, vj) where, γ ϵ n and vj is a jth cloud server.
( γ is set or path of (n) files and vj is cloud IP address)
vj cloud server produces β= (μ1, μ2, μ3,... μκ)
Where, μi comes from (f1, f2, f3,... fn) consists of pair (fi, σi). TPA store the received values in database (I)

Figure 4 show sets of variables and values. I = {ui, vj, fi, σi} Where, ui is user, vj cloud server and σi consist of signature tag of file fi
4.1.2 Update() 
A step after user uploads/modified the files on cloud server.
TPA send Query Update α = (γ, v1) where γ ∈ n and v1 is a jth cloud server. n’ updated files.
Set of tags σ’i = (f1pp+npp+gpp+acl+b+selinux+md5+sha256), i ∈ (1, n’ ) where σ’ updated files tags 
Number of files F = {f1, f2, f3, f4, ……. fn}
Cloud server produces β’ = {μ’1, μ’2, μ’3, …… μ’j} Where μ’ comes from (f1, f2, f3…fn) consists of pair (fi, σ’i)
TPA add/replace the β’ values {ui, vi, fi, σ’i} in I = {ui, vi, fi, σi} 
I = {ui, vi, fi, σi} where ui is user, vi cloud server and σi consist of signature tag of file fi.

4.1.3 Check integrity()
Initial values I = {ui, vi, fi, σi} where, user user, vi cloud sever IP, fi = (fi, σi) file name with file stats.
Interval to check integrity (N)
Set of tags σ’i = {f1pp+npp+gpp+acl+b+selinux+md5+sha256}, i ∈ (1, n’ ) where σ’ updated files tags
Number of files F = {f1, f2, f3, f4, ……. fn}
TPA to cloud server Query Check α’ = (γ, v1)
Produces β’ = {μ’1, μ’2, μ’3, …… μ’j} where μ’ comes from (f1, f2, f3…fn)
TPA store the received β’ values {fi, σ’i} in database (M) along with user and server details.
M = {ui, vi, fi, σ’i}
TPA Search M {ui, vi, fi, σ’i} in to the database I {ui, vi, fi, σi}
If M {ui, vi, fi, σ’i} ∈ I {ui, vi, fi, σi}

As per the Figure 5 TPA system compares the values
Success- If M {ui, vi, fi, σ’i} ≠ Search result (I){ui, vi, fi, σi}
Results: Files modified lists (fi) Else M {ui, vi, fi, σ’i} = Search result (I){ui, vi, fi, σi}
Results: Files not modified
Failure-Desired results are not generated.
In this scheme, work based on the six phases includes Install client, connect, upload, initialize, check/compare and update
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ABSTRACT
This work proposes a solution to improve the security of data through flexible bitstream encryption, by using the lookup table (LUT) that is embedded in the FPGA. This technique concentrates on building high data security to make it difficult for an adversary to capture the real data. The syntheses proposed can be implemented in two steps: First step: programming the FPGA to create a LUT by VHDL language the LUT has a predefined length and contents. Second step: applying security strategy. A high security and more reliability can be achieved by using this mechanism when applied on data communication and information transformed between networks.
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I. INTRODUCTION:
The FPGA architecture consists of three types of configurable elements - a perimeter of input/output blocks (IOBs), a core array of configurable logic blocks (CLBs), and resources for interconnection. The IOBs provide a programmable interface between the internal arrays of logic blocks (CLBs) and the device's external package pins, see figure (1). CLBs perform user-specified logic functions, and the interconnect resources carry signals among the blocks [1].

Those FPGAs are attractive for executing the actual cryptographic algorithms and are, thus, of particular importance from a security point of view.
FPGA produced by XILINX will be used.
Today FPGAs represent an efficient design solution for numerous systems. They become necessary to improve data security.
II. SYNTHESIS:
All randomly stored values in FPGA are indexed with the addresses at the lookup table. These random values are stored by the user (program). The obtained structures from this mechanism are blind, and the adversary who doesn't know the algorithms cannot reverse it to the original feature values. These types of techniques were developed to prevent an attacker from knowing the real data. The logic design of a module can be done with a standard hardware description language, such as Verilog or VHDL.

III. DESIGN THEORY:
The procedure includes embedding a LUT to deploy security. In the beginning we start by defining two variables which we apply on the lookup table:
1. The length of lookup table which is the number of data bytes we would like to embed in it.
2. The content of data inserted by the programmer in the LUT.
Here, when we deploy security strategy every byte from the input data stream is altered by XORing it with the written value in the LUT. The process continues till the end of the lookup table content is finished. The operation is repeated if the data stream is present. Hence, we obtain a cipher text which is ciphered by the lookup table content XORed with data, which is known only to the programmer. The attacker cannot retrieve the original data because he can't know two very important factors in ciphering:
1. The lookup table length and so the number of repeats.
2. The lookup table content which was written by the programmer.
In this methodology the programmer can change the security strategy at his will.

IV. METHODOLOGY
Step1:
Programming of the FPGA:
The process of implementing a design on an FPGA can be broken down into.
The VHDL code is converted into device netlist format. Then the resulting file is converted into a hexadecimal bit-stream file, or bit file. This step is necessary to change the list of required devices and interconnects into hexadecimal bits to download to the FPGA. The bit file is downloaded to the physical FPGA. This final step completes the FPGA synthesis procedure by downloading the design onto the physical FPGA see figure (2).

![Figure 2 programming the FPGA](image)

Step2:
Application for security on the network

![Figure 3 security implementation](image)
V. THE ALGORITHM:

The design proposes a creation of ten bytes lookup table. The contents of the ten bytes can have any value. The flow chart for the design is shown in figure (4).

VI. RESULTS:

Assume a data stream being input to the FPGA (column 1 in figure 5), and the ten characters of the lookup table (column 2 in figure 5).

Xoring column 1 with column 2 gives us encrypted data output shown in column 3 of figures (5).

Figure (5) below shows the complete picture of the assumption.

The data stream and the contents of the (LUT) are given in (ASCII) code.

<table>
<thead>
<tr>
<th>Column 1</th>
<th>Column 2</th>
<th>Column 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data stream (ST)</td>
<td>LUT</td>
<td>ST(XOR)LUT</td>
</tr>
<tr>
<td>(41)H</td>
<td>(45)H</td>
<td>(04)H</td>
</tr>
<tr>
<td>(43)H</td>
<td>(4C)H</td>
<td>(0F)H</td>
</tr>
<tr>
<td>(45)H</td>
<td>(45)H</td>
<td>(00)H</td>
</tr>
<tr>
<td>(47)H</td>
<td>(43)H</td>
<td>(04)H</td>
</tr>
<tr>
<td>(49)H</td>
<td>(54)H</td>
<td>(1D)H</td>
</tr>
<tr>
<td>(4B)H</td>
<td>(52)H</td>
<td>(19)H</td>
</tr>
<tr>
<td>(4D)H</td>
<td>(4F)H</td>
<td>(02)H</td>
</tr>
<tr>
<td>(4F)H</td>
<td>(4E)H</td>
<td>(01)H</td>
</tr>
<tr>
<td>(51)H</td>
<td>(49)H</td>
<td>(18)H</td>
</tr>
<tr>
<td>(53)H</td>
<td>(43)H</td>
<td>(10)H</td>
</tr>
</tbody>
</table>

Figure 5 example based on LUT technique
VII. SUMMARY AND CONCLUSION:

A high security and more reliability and high performance can be achieved by using this mechanism, when applied on data communication and information transferred between networks.

This paper is demonstrating new security structures concepts embedded in self reconfigurable VLSI technology environment. The resulting secret ciphers exhibit new security application horizons due to the particular possibility of constructing autonomous practical secret unknown functions. Keeping functions secret was assumed as a non-realistic assumption in cryptographic systems [2].
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ABSTRACT
Still and multi-media images are subject to transformations for image compression and steganographic hiding and digital watermarking. Here new measures and techniques for detection and analysis of steganographic embedded content. We show that both statistical and pattern classification techniques using our measures provide reasonable discrimination schemes for detecting embeddings of different levels. These measures are based on a few statistical properties of bit strings and wavelet coefficients of image pixels. There are Techniques for information hiding known as steganography are becoming increasingly more popular and spread over a large area.

The purpose of steganography is to send secret messages after embedding them into public digital multimedia. It is preferred to hide as many messages as possible per change of the cover-object. In general, for given messages and covers, the steganography that introduces fewer embedding changes will be less detectable, i.e., more secure. Two fields of study have been projected to develop the communication security: cryptography and information hiding. Although they are both applied to the protection of secret message, the major difference is the appearance of the transmitted data.

INDEX TERMS: Steganography, Least significant bit (LSB), Exploiting Modification Direction (EMD), Diamond Encoding (DE), Optimal Pixel Adjustment Process (OPAP), Pixel Pair Matching (PPM), Adaptive Pixel Pair Matching (APPM).

I. INTRODUCTION
All natural images have a lot of correlation among neighboring pixels. Image pixel data has statistical functionalities. All these are disturbed by the process of embedding. These are exploited in steganalysis of images. Data concealment may be a technique that conceals information into a carrier for transference secret messages confidentially [2], [3]. Digital pictures are wide transmitted over the Internet; thus, they usually functions a carrier for covert conversation. Pictures used for carrying information are termed as cover pictures and pictures with information embedded are termed as stego pictures. Once embedding, pixels of cover pictures are going to be changed and distortion occurs. The distortion caused by information embedding is named the embedding distortion [4]. A decent data-hiding methodology must be capable of evading visual and applied detection [5] whereas providing an adjustable payload [6]. The least vital bit substitution methodology, spoken as LSB during this study, may be a well-known data-hiding methodology. This method is easy to implement and is one of the favored hiding techniques. However, in LSB hiding, the pixels with even values are going to be accumulated by one or unchanged. The pixels with odd values are going to be decreased by one or unchanged. Therefore, the unbalanced embedding distortion emerges and is at risk of steganalysis [7], [8].

This technique embeds fixed-length secret bits into the least significant bits of pixels by directly replacing the LSBs of the cover image with the secret message bits. This technique is simple which typically effects noticeable distortion once the quantity of hidden bits for each pixel exceeds three. Many methods have been proposed to reduce the distortion induced by LSBs substitution. In 2004, Chan et al [9]. Proposed a simple
and efficient optimal pixel adjustment process (OPAP) method to reduce the distortion caused by LSB replacement. The LSB and OPAP methods employ one pixel as an embedding unit, and hide data into the rightmost r LSBs. Other group of data-hiding methods employs two pixels as an embedding unit to hides a message digit notational system and termed as data-hiding methods known as pixel pair matching (PPM). Here we study a new data hiding method to reduce the embedding impact by providing a simple extraction function and a more compact neighborhood set. The given technique embeds more messages and thus increases the hiding efficiency. The image quality obtained by the given technique not only performs better than those obtained by (OPAP) and Diamond Encoding (DE), but also brings higher payload with less detect ability.

II. BACKGROUND

The approach of embedding information into a picture, image steganography techniques may be divided into the subsequent groups: Spatial Domain or Image Domain and Transform Domain or Frequency Domain.

2.1 Spatial domain techniques:

Operate directly on pixels. Spatial domain reversible information activity is performed supported the ways Difference Expansion (DE) and Histogram modification. The previous methodology provides higher capability whereas the later provides higher quality image. In Difference Expansion (DE), the embedded bit stream includes a pair of elements. The primary half is that the payload that conveys the secret message and therefore the second half is that the auxiliary data that contains embedding data. The dimensions of the second half must be kept little to increase embedding capability.

LSB embedding is un-compressed pictures is of more interest. Hence, we have a tendency to concentrate fully on LSB information hiding and detection for uncompressed pictures. There are measure of few schemes that is slight variants of LSB replacement techniques. There are few techniques which are slight variants of LSB replacement techniques. Instead of replacing Least Significant Bit’s of pixel value, the pixel value is incremented or decremented depending upon bit of the data and value of the pixel. Embedding information into least significant bit won’t be seen by the human eye. Therefore the stego image appears like original or cover image.

The drawback of LSB is though it is simplest and easiest way for embedding information into pictures, once more data is hidden, the image looses its quality. Statistical analysis of the stego image ends up in the suspicion of hidden data.

2.2 Transform domain techniques:

Images are first transformed and then the message is hidden into it. These are robust methods for data embedding. It is more complex method to hide secret message into an image. It performs data hiding by manipulating mathematical functions and transformations of image. Transformation of cover image is performed by tweaking the coefficients and inverts the transformation. Popular transformations include the two-dimensional discrete cosine transformation (DCT) [15]) discrete Fourier transformation (DFT) and discrete wavelet transformation (DWT) [14]) that are commonly used in image steganalysis.

It is accepted from Fourier theory that a signal will be expressed because the total of a, possibly infinite, series of sine’s and cosines. This total is additionally taken as a Fourier expansion. The important disadvantage of a Fourier expansion is that it's fully frequency resolution and no time resolution and it's advanced and has poor energy compaction (Is the ability to pack the energy of the spatial sequence into as few frequency coefficient’s as possible, this is very important for image compression, we represent the signal in the frequency domain if compaction is high we only have to transmit a few coefficients instead of the whole set of pixels). This suggests that though we would be ready to verify all the frequencies in a signal, we are not aware when they are present. To beat this downside within the past decade many solution are developed that are additional or less ready to represent a sign within the time and frequency domain at an equivalent time. The thought behind these time-frequency joint representations is to cut the signal of interest into many components then analyze the components singly. It's clear that analyzing a signal this fashion can provide additional data concerning the once and wherever of various frequency elements, however it results in a basic downside as well. Suppose that we wish to understand precisely all the frequency elements given at an explicit moment in time. We have a tendency to cut out fully this short time window a employing a Kronecker delta function, remodel it to the frequency domain and. The matter here is that cutting the signal corresponds to a convolution between the signal and therefore the cutting window. Since convolution within the time domain is same for multiplication within the frequency domain and since the Fourier transform of a Kronecker delta contains all doable frequencies the frequency elements of the signal are dirty out everywhere the frequency axis. If truth be told this case is that the opposite of the quality Fourier Transform since we have a tendency to currently have time resolution however no frequency resolution.
Discrete cosine transform (DCT) has become the most popular technique for image compression over the past many years. One of the major reasons for its popularity is its selection as the standard for JPEG. Discrete Cosine Transform’s are most commonly used for non-analytical applications such as image processing and signal-processing, applications such as video conferencing, fax systems, video’s, and High Definition TV. Discrete Cosine Transform’s can be used practically on a matrix of any dimension. Mapping an image space into a frequency space is the most common use of DCTs. For example, video is usually processed for compression/decompression as 8 x 8 blocks of pixels. Large and small features in a video picture are represented by low and high frequencies. An advantage of the DCT process is that image features do not normally change quickly, so many DCT coefficients are either zero or very small and require less data during compression algorithms. DCTs are fast, easy and has large energy compaction (Energy compaction means that most of the important information of the image is stored or compacted in top left corner of the image) [15]. Wavelets are considered better than DCT when it comes to getting better results in compression. With DCT, the picture blocks can lose their crisp edges, whereas, with wavelets the edges are very well explained.

The disadvantage of frequency domain (DCT) stego algorithms is that the hidden message length is very small. Also image quality decreases very fast, as concealed message size increases. Such techniques are comparatively easier to crack.

To further enhance our understanding of the result’s of embedding, we study the behavior of discrete wavelet coefficients (DWT). Farid et al [11, 12] have shown that wavelet domain can capture image characteristics, like whether or not an image is a natural image or a computer generated one or may be scanned one. They have shown that the feature vector given by them are often be used for universal steganalysis. Their aim was fully to find whether or not an image contains any kind of hidden information.

The wavelet transform or wavelet analysis is probably the most recent solution to overcome the shortcomings of the Fourier transform C. Valens [14]. In wavelet analysis the use of a fully scalable modulated window solves the signal-cutting drawback. The window is shifted on the signal and for each position the spectrum is calculated. Then this method is repeated again and again with a little shorter (or longer) window for each new cycle. At the end the result will be a group of time-frequency representations of the signal, all with totally different resolutions. Due to this collection of representations we will speak of a multi resolution analysis. Within the case of wavelets we generally do not speak about time-frequency representations however about time-scale representations, scale being a method the alternative of frequency, as a result the term frequency is reserved for the Fourier transform.

III. EMBEDDING AND EXTRACTION ALGORITHM

3.1 Embedding Algorithm: We are studying embedding algorithm & Extraction algorithm

Let the cover image be I, S is that the message bits to be hide. Initially we calculate the minimum value so that all the message bits are often embedded. Then, message digits are linearly hided into pairs of pixels. The detailed procedure is listed as below.

Input: Cover Image I, Data D, Key K.
Output: Stego Image.
Step1. Get the Image and convert it into byte stream.
Step2. Generate RGB and Hue Saturation Value (HSV) map.
Step3. Generate the Pixel map.
Step4. Call the optimize function.
Step5. Map co-ordinate with x, y.
Step6. Generate the sequences.
Step7. Calculate modulus distance and replace with other respective pixel.
Step8. Repeat step7 till completed.
Step9. Forward for LWZ out generate function.

3.2 Extraction Algorithm: To obtain the hidden message digits, pixel pairs are scanned within the same order as in the embedding procedure. The hidden message digits are the values of extraction function of the pixel pairs. The brief detailed is listed as below:

Input: Stego Image.
Output: Secret bit Stream.
Step1. Get input Image.
Step2. Generate byte stream.
Step3. Generate pixel to coordinate map.
Step4. Construct the sequences.
Step5. Provide input keys.
Step 6. Select mapped pixels.
Step 7. Calculate the distance.
Step 8. Repeat above step till output is obtained.

Step 9. Combine input stream and generate for LWZ analysis.

IV. CONCLUSION

The studied steganographic method known as LSB matching allows an embedding of the same amount of information into the stego image. At the same time, the number of changed pixel values is smaller. When more number of information is hidden, the appearance of image degrades. There are some drawbacks of Fourier transform such as it is complex and has poor energy compaction and Cosine also has some drawbacks as hidden message length is small and image quality degrades very fast, as embedded message size increases. Such techniques are comparatively easier to crack. Thus all the above drawbacks are overcome by Wavelet Transform. Hence Wavelet Transform is the mostly used Transform and it also requires less time.
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